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The effects of site exchange due to slow conformational changes
n rapidly rotating molecules in solution are examined in detail.
ignificant gaps in the currently available theory are filled. The
ffects of site exchange on the lineshape, decay of a simple spin-
cho, decay of the even echoes in a Carr–Purcell–Meiboom–Gill
CPMG) pulse-sequence, and decay of the transverse magnetiza-
ion in a resonant spin-locking field are investigated. Both trajec-
ory and stochastic operator approaches are formulated and
hown to be completely equivalent whenever the dynamics of
opulation transfers among the inequivalent sites is governed by
ither a stationary or a nonstationary Markov process. A nonsta-
ionary Markov process may result from Brownian dynamics (a
tationary Markov process) in a larger conformational space that
ontains the subspace of inequivalent sites. A continuous Gaussian
xchange model is formulated in which a nucleus undergoes con-
inuous one-dimensional motion in a harmonic potential well that
s located in a linear chemical shift gradient. The effects of this
aussian exchange model on the lineshape, simple spin-echo de-

ay, and decay of the even echoes of a CPMG pulse train are
reated rigorously via the trajectory approach. Compact analytical
xpressions are obtained for the relevant correlation functions in
ach case. The relevant decays are found to be exponential in the
ery short time and long time limits, which are not necessarily
xperimentally significant in any given case. In the fast exchange
imit the relevant decays are exponential at all times, and explicit
ormulas are given for their decay rates. In the long time limit, all
iscrete multisite models with the same intrinsic R2

o at every site
re shown to be completely equivalent to a continuous Gaussian
odel with appropriate relaxation time and variance of the Lar-
or frequency. The effects of this Gaussian exchange model on the

ecay of the transverse magnetization in a resonant spin-locking
eld are treated heuristically by a trajectory approach. The intrin-
ic contribution (R1r

o ) of rapid rotations and dipole–dipole inter-
ctions to relax the transverse magnetizations of two nuclei of the
ame kind in the presence of a (nearly) resonant spin-locking field
s also derived and found to be practically the same as the intrinsic
ontribution, R2

o, of those same rotations to the simple and CPMG
pin-echo decay rates and linewidth. Literature data for the line-
idth, decay rate of the CPMG even spin-echoes, and R1r decay

ate for the A9-H2 protons of adenines at the central TpA step in
he sequence, 5*-GCAGGTTTAAACCTCG-3*, are analyzed using
he Gaussian exchange model to assess the time-scale and variance
404090-7807/99 $30.00
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f the site exchange process as well as the intrinsic R2
o rate.

lthough a single Gaussian exchange process with appropriate
arameters can fit these three A9-H2 data rather well, this partic-
lar “solution” cannot be reconciled with NMR relaxation data on
ther protons in the same DNA molecule. Rather good agreement
ith all of the observations is obtained by using a model of two

oncurrent Gaussian exchange processes, whose relaxation times,
5 7 and 460 ms, differ in time-scale by a factor of 65. The

nsensitivity of R1r in the presence of a fast site exchange process
o much slower concurrent site exchange processes is explicitly
emonstrated. Protocols for detecting and characterizing a second
low site exchange process are suggested. © 1999 Academic Press

Key Words: site exchange; continuous Gaussian model; line-
hape; spin-echo decay; R1r decay rate.

INTRODUCTION

In solution NMR, the molecular motions responsible for
he shape and width of the spectrum, (ii) the decays of s
choes from either simple or complex pulse trains, and (iii
ecay of the transverse magnetization in a resonant

ocking field can be divided into two categories, namely r
ional motions that are normally very rapid and transiti
etween conformations wherein the Larmor frequency is

ered. Such conformational transitions are called site exch
rocesses and are typically much slower than the rotat
ven though rotations of a particular group in the mole
ay be slow in the molecular frame, perhaps because it

eeds via a slow conformational change, it will be superp
n the uniform (rigid-body) rotations and collective twist
nd bending deformations when viewed from the labora

rame. Consequently, the resultant motion in the lab frame
roceed at least as rapidly as the combined uniform rota
lus twisting and bending motions (1, 2). Dipole–dipole, qua
rupolar, and chemical shift anisotropy (CSA) relaxation
equire the reorientation of molecule-bound vectors or ten
n the lab frame. Provided that the rotational motions
ufficiently rapid compared to the rates of decay of the in
pin states, one may apply fast motion relaxation theory
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xample, Fermi’s Golden Rule or the double commutator
ula of Abragam (3). In that case, the relevant rate consta

or relaxation of various magnetizations, or spin-orders, ca
xpressed in terms of spectral densities. These spectral

ies are Fourier transforms of sums of correlation function
articular rotation functions of the Euler angles that orien
elevant vectors or tensors in the lab frame (2–5). The contri-
utions of cylindrically symmetric anisotropic uniform ro

ions, collective twisting and bending, and various local an
ar motions to the dipole–dipole, quadrupolar, and CSAR1 and

2 relaxation rates in this fast motion limit were descri
reviously (2). In solutions with an isotropic equilibrium sta

he relevant correlation functions in every case relax c
letely to zero, and exhibit a longest relaxation time tha
qual to the longest rotational relaxation time (tL) of the
olecule. TypicallytL # 1028 s. Consequently, molecul
otions that take place on a longer time-scale thantL are no

ignificantly manifested in dipole–dipole, quadrupolar, or C
elaxation. Nevertheless, slow conformational transitions
ause the Larmor frequency to vary, specifically by altering
sotropic part of the chemical shift tensor, may still be m
ested in (i) the lineshape, (ii) the decay of a simple spin-e
iii) the decay of the even spin-echoes of a Carr–Purc
eiboom–Gill (CPMG) pulse train, and (iv) the decay of

ransverse magnetization in a spin-locking field, albeit
omewhat different manner. Our ultimate objective is to c
cterize insofar as possible both the rapid local angular mo
nd the slow conformational transitions in which a gi
ucleus participates from measurements of the propertie
iii), and (iv) above together with an independent assessme
he uniform rotational dynamics by time-resolved fluoresce
olarization anisotropy (FPA). Specifically, our intent is
stimate the rms amplitude of rapid local angular motion
elaxation time(s) characterizing the slow conformational t
itions, and the standard deviation of the Larmor frequen
mong the accessible conformations. In order to do this,
ecessary to have a reasonably complete theory describin
oth rapid rotations and slow site exchange processes co
te to each of these properties. However, there presently
ignificant gaps in the available theory, much of which pert
nly to two-site exchange models.
In the absence of any slow site exchange due to either

onformational transitions or chemical exchange (e.g.,
hange of protons with solvent), the rapid rotations pro
intrinsic” contributions, namelyDn1/2

o , R2
o, andR1r

o to, respec
ively, the linewidth, decay rate of the even spin-echoes
PMG pulse sequence, and decay rate of the transverse
etization in a resonant spin-locking field. The superscript
sed to distinguish these intrinsic contributions due to r
otations from the total contribution that is manifested w
ffects of site exchange are also included. Expression
ipole–dipole, quadrupolar, and CSA contributions toR2

o are
vailable for fairly general models (2), as noted above. O
ourse,Dn o 5 Ro/p, as is well known. The dipole–dipo
1/2 2
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ontribution toR1r
o has been derived for the case when the

pins (I and S) are of different kinds and the spin-locking
eld is resonant with the I spin, but far off-resonance for th
pin (5, 6). A corresponding treatment ofR1r

o for the case o
wo identical spins that experience different environments
lightly different Larmor frequencies, for which the RF pow
s nearly resonant with both spins, has evidently not b
btained previously. Such a result, which is necessary t

erpret spin-locking experiments on protons that are dip
elaxed by other protons, is derived in Appendix C.

Random variations of the dipole–dipole, quadrupolar,
SA interactions that arise from rotational Brownian motio
nd which mix spin eigenstates of the Zeeman Hamilton
re typically treated by second-order perturbation theory
ording to either Fermi’s Golden Rule or Abragam’s dou
ommutator formulas. Consequently, those results forDn1/2

o ,
2
o, andR1r

o are valid only in the fast-motion limit, wherein t
ongest rotational relaxation timetL of the molecule is muc
ess thanT2

o [ 1/R2
o. In contrast, random variations of t

sotropic chemical shift, or Larmor frequency, due to
xchanges, which do not mix the spin eigenstates of the
an Hamiltonian, can in principle be treated in a comp

nonperturbative) manner by the trajectory approach desc
elow, so the results are valid regardless of whether the
hange process is fast or slow. A stochastic operator, or m
quation, approach for treating site exchange processe
lso been formulated and commonly used to calculate
hapes and spin-echoes for both simple and CPMG
equences (7–13). However, the validity of the stochastic o
rator approach has been substantiated only fortime-indepen
entstochastic operators in the space of theinequivalent site
9). Such constant operators in that restricted space
annot adequately account for the Brownian dynamics in
arger conformational space, of which the inequivalent s
onstitute a subspace. Although Brownian motion in the
onformational space typically proceeds according to astation-
ry (homogeneous) Markov process with a time-independ
tochastic operator, the resultant population dynamics w
he subspace of inequivalent sites, after integrating ove
umming out) the conformational coordinates external to
ubspace, generally follows anonstationary (nonhomoge
eous) Markov process with atime-dependentstochastic op
rator, for example a time-dependent rate matrix or a diffu
perator with time-dependent diffusion coefficients (15). The
tochastic operator approach with a time-dependent stoc
perator is shown to be fully equivalent to the trajec
pproach for the same nonstationary (nonhomogen
arkov process in Appendix A. Although the trajectory
roach in principle remains valid even for non-Markov
ynamics, wherein inertial effects and memory are impor

he stochastic operator approach very likely does not, bec
he present proof of equivalence fails in that case.

The effects of two-site exchange on the lineshape and d
f both simple and CPMG spin-echoes have been form
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reated in a rather complete manner, valid for all times
xchange rates, by both trajectory (12) and stochastic operat
10–14) approaches. Unfortunately, there exists no compa
eneral treatment of the decay of the transverse magnetiz

n a resonant spin-locking field. In the presence of site
hange, relaxation of the transverse magnetization in a
nduction decay and the decays of both simple and CPMG
choes are generally nonexponential, although the dev

rom single-exponential behavior may be rather slight in s
ases, for example, (1) at very short timest ! t andt ! 1/Dv,
heret is the exchange time andDv the difference in Larmo

requency between the two sites, whenever both sites e
he same intrinsicR2

o rate, or (2) at any time in the fas
xchange limit, defined byDv z t ! 1.0 (13). Experimentally
ery short times with respect to exchange (t ! t and t !
/Dv) can be sampled by either CPMG measurements
ery short cycle times orR1r measurements with very hig
recession frequenciesv1 around the spin-locking field in th
otating frame. By such methods, the inhomogeneous de
ng due to differences in Larmor frequency can be reversed
efocused before exchange renders it irreversible (11, 12). Al-
hough it is possible to account for the effects of simultane
pin–spin coupling (13), such effects can often be elimina
y the application of decoupling pulses in experiments

ormed on modern instruments and are not considered h
In the fast site exchange limit, wherein the relaxation

ex 5 1/t for two-site exchange greatly exceeds the differe
v in Larmor frequency between the two sites, the relaxa
f the transverse magnetization in a free-induction decay

he decays of both simple and CPMG spin-echoes be
ingle exponential (10–13). In this fast-exchange limit, th
ffects of two-site exchange on the linewidth, decay rate
oth simple and CPMG spin-echoes, and decay rate o

ransverse magnetization in a resonant spin-locking field
een treated by simple second-order perturbation me
16–21, 28). Such fast-exchange expressions were rec
mployed to analyze (1) a CPMG spin-echo decay as a

ion of the time-delay betweenp pulses (19), and (2) the deca
f transverse magnetization in a spin-locking field as a func
f the precession frequencyv1 of the magnetization around t
esonant RF spin-lock field (19, 22), and also as a function
he offset between the frequency of the RF spin-locking
nd that of the coalesced nuclear resonance (23). These studie
nabled the detection of site exchange processes and qu

ive estimates ofkex 5 1/t in the fast-exchange limit. Howeve
uch analyses provide little or no reliable information ab
ny concurrent much slower site exchange processes tha

ie outside the fast-exchange limit.
In some cases (24, 25), it was suggested that the conform

ional exchange involved more than two states, or even d
ive motion among a continuum of states, but there appe
e no comprehensive treatment of the effects of any contin
iffusive model of site exchange on any of the relaxa
roperties of interest. In the present work we formula
d
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ontinuous Gaussian model of diffusive site exchange
erive its contributions to the lineshape, simple and CP
pin-echo decay(s), andR1r. These derivations proceed
eckoning the appropriate accumulated phase of the trans
agnetization of a single spin relative to the zero of a pha
rotating frame (resonant with the mean Larmor freque

ue to fluctuations in its Larmor frequency along a partic
rajectory and then performing an ensemble average ov
ossible trajectories. Abragam provided an essentially iden

reatment of the lineshape for anad hocscenario in which th
uctuating Larmor frequency was assumed to be a Gau
andom variable with an exponentially decaying correla
unction (3). However, he was evidently unaware that suc
cenario corresponds physically to overdamped one-di
ional Brownian motion of the nuclear spin in a harmo
otential well located in a linear chemical shift gradie
bragam did not investigate the decay of either simple
PMG spin-echoes or the decay of the transverse magn

ion in a resonant spin-locking field for this model. The c
ection of this model to discrete multisite jump models
as not explored.
The plan of this paper is as follows. (1) The problem of h

o incorporate the effects of slow site exchange process
he spectrum, simple spin-echo decay, and even echoe
PMG pulse sequence is discussed, and both trajector
tochastic operator approaches are formulated. Their eq
ence, for the case when the system evolves according
ime-dependent stochastic operator over the subspace
quivalent sites, is proved in Appendix A. (2) The continu
aussian model of site exchange is introduced, its Lang
quation solved, and the autocorrelation function of its Lar

requency obtained. The effects of exchange in this Gau
odel are treated via the accumulated phase of the traje
pproach. The spectrum (via the autocorrelation function o
nperturbed transverse magnetization), the simple spin
ecay, and the amplitudes of the even echoes of a CPMG
equence are expressed simply in terms of the relaxation
nd variance of the Larmor frequency, using formulas der

n Appendix B. The behavior predicted in different limits
onsidered in detail. (3) Certain relations between this Ga
an model and discrete multisite models are developed
nalyzed. The equivalence of the continuous Gaussian m
nd all multisite models in the long time limit is proved
ppendix E. (4) The total decay of the transverse magne

ion in a resonant spin-locking field is discussed.R1r
o is derived

or the case of dipolar relaxation of two spins of the same
ith slightly different Larmor frequencies, which are b
early resonant with the spin-locking field, in Appendix C.
hown thatR1r

o is practically identical toR2
o, when the rota

ional motions are rapid, as assumed. The contribution o
xchange in the Gaussian model toR1r is derived by a heurist

rajectory approach in Appendix D. (5) Experimental li
idth, CPMG spin-echo decay, andR1r data (25) for the H2

roton of A9 of the duplex DNA sequence, 59-CGAGGTTTA-
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407SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
ACCTCG-39, are analyzed under the assumption of a si
aussian exchange process and again under the assu

hat two Gaussian exchange processes, one fast and one
lower, take place concurrently. The model of two Gaus
xchange processes is shown to be most consistent with

he NMR relaxation data. (6) The problem of detecting
haracterizing a second site exchange process is discus
etail, and a particular example is explicitly demonstrated

THE PROBLEM

We consider a simple spin-1
2 system in which each sp

esides in a site designated by the indexV, which may be eithe
iscrete or continuous. In the presence of the main mag
eld, a spin in siteV has Larmor frequencyv(V) 5 vo 1
v(V), where

vo 5 ^v~V!& 5 O
V

f V
o v~V! 5 E dVPo~V!v~V! [1]

s the equilibrium average Larmor frequency, anddv(V) is the
eviation from that. The quantityf V

o is the equilibrium fraction
f spins in the discrete siteV, or Po(V) is the equilibrium
istribution of spins among continuous sitesV. We conside

he M6 5 Mx 6 iM y components of the transverse magn
ation operator. The quantum mechanical average magn
ions of the spins in siteV at timet are denoted bŷM1(V, t)&
nd^M2(V, t)&. When the spins arefixed in the site atV, the

ransverse magnetization operators are assumed to ob
loch-type Heisenberg equations,

dM6~V, t!

dt
5 @ 7 i ~vo 1 dv~V! 2 R2

o#M6~V, t!, @2#

hereR2
o is the contribution of rapid motions associated w

he site to relax the transverse magnetization. It is essentia
he correlation functions of all motions contributing toR2

o relax
n a time-scale much less thanT2

o 5 1/R2
o, because the Golde

ule or double-commutator formulas used to calculateR2
o no

onger apply when the relevant relaxation times exceedT2
o/10.

ny slower motion can in principle be regarded as a transf
pins among different sites, which could represent diffe
olecular orientations when the molecules rotate extre

lowly. However, in the usual circumstance, which is assu
ere, the relevant relaxation times for molecular reorienta
re extremely small compared toT2

o. Consequently, the slow
otions correspond exclusively to either conformational fl

uations or chemical exchanges that alter the isotropic che
hifts and Larmor frequencies of the nuclei involved. I
ssumed throughout this work thatR2

o is the same for all site
One can envision two alternative approaches to tre

ntersite transfer.
le
tion
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. Trajectory Approach

One can regard the indexV(t) as time-dependent along t
rajectory of a single spin. With this modification, Eq. [1] c
e rewritten as

dM6~V~t!, t!

dt
5 @ 7 i ~vo 1 dv~V~t!! 2 R2

o#M6~V~t!, t!,

[3]

hich can be formally solved to yield

M6~V~t!, t! 5 e2R2
ot7ivot7i * 0

t dt9dv~V~t9!!M6~V~0!, 0!. @4#

In general, the absorption spectrum is proportional to
maginary part of the susceptibility, namely (26)

x i~v! 5
v

kBT
ReE

0

`

dt^^Mx~V~0!, 0! Mx~V~t!, t!&&eivt,

[5]

here the double angular brackets denote first a qua
echanical average and then a trajectory average for th
erturbed (by RF power) system. BecauseMx 5 (1

2)(M1 1

2), the correlation function in Eq. [5] can be written as

^^Mx~V~0!, 0! Mx~V~t!, t!&&

5 @^^Mx~V~0!, 0! M1~V~t!, t!&&

1^^Mx~V~0!, 0! M2~V~t!, t!&&#/ 2. [6]

ultiplying Eq. [4] by Mx(V(0), 0), performing the quantum
echanical and trajectory averages, and using^^Mx(V(0),
)My(V(0), 0)&& 5 0 gives

^^Mx~V~0!, 0! M6~V~t!, t!&&

5 e7ivot2R2
ot^e7i * 0

t dt9dv~V~t9!!^Mx~V~0!, 0! 2&&T, [7]

here the subscriptT indicates a trajectory average. Fo
pin-12 system,̂ Mx(V(0), 0)2& 5 (m 2/4)^s x

2& 5 m 2/4, where
x is the corresponding Pauli matrix,m 5 g n\ is the nuclea
agnetic moment, andg n is the magnetogyric ratio, regardle
f the spin siteV(0), so it can be removed from the traject
verage of the phase factor. The correlation func
^Mx(V(0), 0)M2(V(t), t)&& contains the factor e1ivo t and
hus does not make a “resonance” contribution to the inte
n Eq. [5], so its contribution to the spectrum is negligi
mall. As is customary, this nonresonant term is ignored in
equel. In view of these considerations, the relevant correl
unction for the NMR spectrum is now
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408 SCHURR ET AL.
^^Mx~V~0!, 0! Mx~V~t!, t!&&

5 ~m 2/8!e2~ivo1R2
o!t^e2i * 0

t dt9dv~V~t9!!&T. [8]

For a simple spin-echo experiment in which thep/2 pulse
stablishes the positively rotating transverse magnetiza
amely^M1(V(0), 0)&, at t 5 0, and thep pulse is delivere
t time t, the normalized magnetization at the time 2t of the
echo” is obtained from Eq. [4] as

^^M1~V~2t!, 2t!&&

^^M1~V~0!, 0!&&

5 e2~ivo1R2
o!2t^e1i ~* 0

t dt9dv~V~t9!!2* t
2t dt0dv~V~t0!!!&T. [9]

o obtain Eq. [9], the accumulated phase relative tovo, namely
0
t dt9dv(V(t9)), is reversed effectively instantaneously by
pulse att, after which the phase continues to evolve in

sual way until 2t.
Similarly, the amplitudes of the even echoes in a CP

ulse sequence,p/ 2–(t–p–t–t–p–t) n, are given by

^^M1~V~n4t!, n4t!&&

^^M1~V~0!, 0!&&
5 e2~ivo1R2

o!n4t^e2iDg~0,n4t!&T, @10#

here

Dg~0, n4t! ; E
0

4t

dt9dv~V~t9!! z~t9!

1 E
4t

8t

dt0dv~V~t0!! z~t0 2 4t! 1 . . .

1 E
~n21!4t

n4t

dt-dv~V~t-!! z~t- 2 ~n 2 1!4t!

[11]

s the net accumulated phase from 0 ton4t, andz( x) 5 11 for
# x # t, 21 for t # x # 3t, and11 for 3t # x # 4t. That

s, if dv(V(t)) is positive, then the accumulated phase
ositive during the first quarter of each 4t cycle, negative
uring the second and third quarter cycles, and positive d

he final quarter cycle of each 4t cycle.
Equations [3]–[11] are fundamental and can be emplo
henever trajectories ofV(t) are available, for example fro
olecular or Brownian dynamics simulations (27). Equations

5] and [8] of this section are the principal results pertainin
he spectrum, [9] is the principal result for the simple spin-e
ecay, and [11], [12] are the principal results for the e
choes of a CPMG pulse sequence.
n,

e

s

g

d

o
o
n

. Stochastic Operator Approach

An alternative approach is to write a separate Heisen
quation for the spins at each site, or at each value ofV, which

s regarded asfixed, but to take account of the transp
etween sites by an appropriate stochastic evolution ope
10, 11). In that case, whenV is discrete,

dM1~V, t!

dt
5 2@i ~vo 1 dv~V!! 1 R2

o#M1~V, t!

1 O
V9

G~V, V9, t! M1~V9, t!

5 O
V9

R~V, V9, t! M1~V9, t!, [12]

hereG(V, V9, t) is an element of the stochastic evolut
atrix, G(t), which operatores on the vector,M 1(t), of mag-
etization operators,M1(V9, t), for the different sites, and

R~V, V9, t! 5 2~ivo 1 R2
o!dV,V9 2 idv~V!dV,V9

1 G~V, V9, t! [13]

s an element of the total evolution matrix,R(t). If V, V9 are
ontinuous, then the sums in Eq. [12] must be replace
ntegrals and the Kronecker deltas in Eq. [13] must be repl
y Dirac delta functions,d(V, V9). In discrete form,G(V, V9,
) is the instantaneous rate constant for transfer fromV9 to V
t time t.
In general,G(V, V9, t) may depend on the time, althou

ommonly it does not, as in the case of multisite jump mo
r uniform (rigid-body) rotational diffusion. When it do
epend upon the time, the origin of time must be take
oincide with the moment of “selection” of the spins for stu
.g., the instant of thep/2 pulse. The selection of such a spe

ime has been discussed previously (15).
The formal solution of the matrix equation [12] is

M1~V, t! 5 O
V9

~Te* 0
t dt9R~t9!!VV9M1~V9, 0!, [14]

here T is the time-ordering operator. It is assumed
1(V9, 0) is just the initial fraction,f(V9, 0), of spins in stat
9 times the total magnetization operator (M1(0)) at t 5 0,
hich is just the Schro¨dinger operator for the spin in questio
hat is

M1~V9, t! 5 f~V9, t! M1~0! 5 f~V9, t!~m/ 2!s1, @15#

heres1 5 s x 1 is y is the appropriate Pauli matrix. T
otal magnetization operator at timet is
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409SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
M1~t! 5 O
V

M1~V, t!. [16]

n this case, the relevant correlation function for the N
pectrum in Eq. [5] is

^^Mx~0! Mx~t!&& 5 ~1/ 2!^^Mx~0! M1~t!&&, [17]

here the double angular brackets now denote first a qua
echanical average and then an ensemble average over

onditions. In this approach a trajectory average is not ta
ecause such a trajectory average is assumed to be a

mplicit in the stochastic matrixG(t) and in the evolutio
actor, T exp[* 0

t dt9R(t9)], in Eq. [14]. In Eq. [17], the
onresonant term has again been neglected. Making use o

14]–[17] and performing the ensemble average over in
onditions gives

^^Mx~0! Mx~t!&&

5 ~1/ 2! O
V

O
V9

~Te* 0
t dt9R~t9!!VV9f

o~V9!m 2/4, [18]

heref o(V9) 5 ^ f(V9, 0)& is the equilibrium fraction of spin
n siteV9. In Eq. [18] the relationŝMx(0)M1(0)& 5 ^Mx(0)2&

(m 2/4)sx2 5 m 2/4 have been employed. One can writ

R 5 2~ivo 1 R2
o!1 1 Q~t!, [19]

here from Eq. [13],

~Q~t!!VV9 5 2idv~V!dV,V9 1 G~V, V9, t!. [20]

ince1 commutes withQ(t),

Te* 0
t dt9R~t9! 5 Te* 0

t dt9@2~ivo1R2
o!11Q~t!#

5 e2~ivo1R2
o!1tTe* 0

t dt9Q~t9!. [21]

se of Eq. [21] in [18] gives finally

^^Mx~0! Mx~t!&& 5 ~1/ 2!e2~ivo1R2
o!t O

V

O
V9

3 ~Te* 0
t dt9Q~t9!!VV9f

o~V9!m 2/4. [22]

quation [22] in conjunction with [5] gives the spectrum.
ourse, whenG(t) commutes withG(t9) at any other time, the
lso Q(t) commutes withQ(t9) at any other time, and th

ime-ordering operator,T, can be omitted in Eqs. [14], [18
nd [22], and also [23] and [24] below. The equivalence of

12] and the more fundamental Eq. [3], or equivalently of
22] and the more fundamental Eq. [8], has apparently
m
itial
n,
ady

qs.
l

.
.
n

roved for only a stationary (homogeneous) Markov proce
he space of the inequivalent sites, which corresponds t
ase whenG(V, V9, t) is independent of the time (9). In
eneral, Brownian dynamics applies whenever the velo
istribution relaxes in a time much less than that required

he system to move between significantly different confor
ions. Although Brownian dynamics in the full conformatio
pace generally proceeds by a stationary (homogen
arkov process, the resultant population dynamics within

ubspace of the inequivalent sites, after integrating ove
umming out) the conformational coordinates external to
ubspace, generally does not. In such a case, the popu
ynamics within that subspace can generally be regarded
onstationary (nonhomogeneous) Markov process with a
ependent stochastic operator. A proof of the equivalen
qs. [22] and [8] in this case is indicated in Appendix
pecifically in Eq. [A10]. For any system whose dynamic
atisfactorily characterized by Brownian dynamics, Eqs
nd [22] are completely identical. Moreover, all therm
riven motions on time-scales$ 30 ps in water (or aqueo
olution) exhibit (overdamped) Brownian dynamics. Th
qs. [22] and [8], or equivalently [12] and [3], should
quivalent for all cases wherein the significant change
onformation occur on a time-scale$ 30 ps. The commo
eglect of the time-ordering operator is valid whenever
atrix operatorG(t) commutes with itself (G(t9)) at any othe

ime. This condition is satisfied wheneverG(V, V9, t) is
ndependent of time. It is also satisfied by diffusion opera
ith time-dependent diffusion coefficients, which have b

requently employed in connection with deformable ma
olecules (1, 15, 29–32).
The simple spin-echo signal in Eq. [9] can be rewritten u

q. [A11] to obtain

^^M1~V~2t!, 2t!&&

^^M1~V~0!, 0!&&
5 e2~ivo1R2

o!2t O
a

O
z

3 ~Te* 0
t dt9Q* ~t9!Te* t

2t dt0Q~t0!!az f z
o

5
^^M1~2t!&&

^^M1~0!&&
, [23]

here the last line simply expresses this quantity in the n
ion of the stochastic operator approach. It is implicit in
23] that ^^Mx(0)&& is the magnetization immediately follow
ng the (nonselective)p/2-pulse.Q*( t) is the complex conju
ate (not the hermitian adjoint) ofQ(t).
The amplitudes of the even echoes in a CPMG pulse

uence,p/ 2–(t–p–t–t–p–t) n, in Eq. [11] can be written usin
q. [A13] to obtain



B
c nn
b th
s 0]
t
a r
t fro
e st
c

this
s ay
t op
a re
i
h
o ] a
e
a of
u n b
p re
l

a
a ,
S n-
v i-
a nd
a ch
a ctio
o , w
a
n two
s e a
C y
a

re
j ni
m in
a a
l in
a
d wit

i
u ncy
a

nt of
t d to
o

w r
t e
e s of
w We
a ace on
t city
a on is
o omit-
t The
f n
e r
b force
o
f hich
s tions
f qua-
t
G by
d

I
i
5

w in
t d
d ela-
t

w e
c the
d be
e tions
i e to
a shift
w lax-

410 SCHURR ET AL.
^^M1~n4t!&&

^^M1~0!&&
5 ~1/ 2!e2~ivo1R2

o!t O
a

O
z

3 @~Te* 3t
4t dt9Q~t9!Te* t

3t dt0Q* ~t0!Te* 0
t dt-Q~t-!! n#az f z

o. [24]

ecauseQ*( t) does not generally commute withQ(t), their
orresponding exponential factors in Eqs. [23] and [24] ca
e simply combined. In any case, Eqs. [23] and [24] of
tochastic operator approach correspond to Eqs. [9] and [1
he trajectory approach. WhenQ*( t) commutes withQ*( t9) at
ny other time, andQ(t) commutes withQ(t9) at any othe

ime, then the time ordering operators can be removed
ach factor, but their corresponding exponential factors
annot be combined.
Equations [22], [23], and [24] are the principal results of

ection for the spectrum, simple spin-echo decay, and dec
he even echoes of a CPMG sequence via the stochastic
tor approach. They are readily generalized to admit a diffe

ntrinsic R2
o rate for each site. For the case whenG(t) and,

ence, alsoQ(t) and Q*( t) are independent oft, the time-
rdering operators can be omitted, and Eqs. [23] and [24
quivalent to the corresponding results of Gutowskyet al. (13)
nd Allerhand and Thiel (14) for discrete multisite exchange
ncoupled spins. In that case, Eqs. [22], [23], and [24] ca
ut in computationally tractable forms by substituting the

ation

e* t1

t2 dt9Q~t9! 5 Sel~t22t1!S21 [25]

nd the corresponding complex conjugate relation whereinS is
matrix that diagonalizesQ by similarity transformation

21QS 5 l, andl is the diagonal matrix of complex eige
alues. In the event thatQ, which is nonhermitian, is nond
gonalizable (i.e.,S21 does not exist), the protocol of Allerha
nd Thiel (14) may provide a useful alternative approa
lthough it is still necessary to evaluate an exponential fun
f theQ matrix by some (unspecified) means. In any case
re aware of no physically realistic examples for whichQ is
ondiagonalizable. Extensive elaboration of the effects of
ite exchange on the spectrum and decays of both simpl
PMG spin-echoes can be found in the works of Gutowsket
l. (13) and Allerhand and Thiel (14).

BASIC THEORY OF A CONTINUOUS
GAUSSIAN MODEL

We now consider a situation where, instead of disc
umps, a nucleus undergoes continuous translational Brow

otion (diffusion) in thex direction in the molecular frame
harmonic potential well centered atxo and also experiences

inear gradient of (rotationally averaged) chemical shield
long x. Thus, if the Larmor frequency of a nucleus atxo is
enoted byv , then the incremental frequency associated
0
ot
e
of

m
ill

of
er-
nt

re

e
-

,
n
e

-
nd

te
an

g

h

ts displacement fromxo is dv( x(t)) 5 u ( x(t) 2 xo), where
is the magnitude of the gradient in Larmor freque

longx.
Let dx(t) 5 x(t) 2 xo denote the instantaneous displaceme

he nucleus fromxo. This displacement coordinate is assume
bey an overdamped Langevin equation of the form

f
ddx~t!

dt
1 gdx~t! 5 F~t!, [26]

heref is an effective friction factor,g is the force constant fo
he potential well, andF(t) is a very rapidly fluctuating forc
xerted by the environment on the atom or group of atom
hich the nucleus is a part and along with which it moves.
re concerned here with exchange processes that take pl

he Brownian or slower time-scale, long after the velo
utocorrelation function has relaxed. In that case the moti
ver-damped and the inertial (acceleration) term can be

ed from the Langevin equation, as was done in Eq. [26].
riction factor is related toF(t) by the fluctuation–dissipatio
xpression,f 5 (1/kBT) * o

` dt^F(0)F(t)&, where the angula
rackets denote an equilibrium trajectory average of the
n astationaryatom or group bearing the nucleus (33). F(t) is

urther assumed to be a Gaussian random variable, w
hould be a good approximation, since it contains contribu
rom many system coordinates. Because the differential e
ion is linear, bothdx(t) and dv( x(t)) 5 udx(t) are also
aussian random variables. When Eq. [26] is multiplied
x(0) and ensemble averaged, there results

f
d^dx~0!dx~t!&

dt
1 g^dx~0!dx~t!& 5 0. [27]

t is fundamental to linear response Langevin theory thatF(t)
s not correlated withdx(t9) at any earlier time, sôdx(0)F(t)&

0. The straightforward solution is

^dx~0!dx~t!& 5 ^dx~0! 2&e2t/t, [28]

heret 5 f/g is the relaxation time for Brownian motion
he harmonic well, and̂dx(0)2& 5 kBT/g is the mean-square
isplacement in the harmonic well. Similarly, the autocorr

ion function for the frequency shift of a spin is

^dv~0!dv~t!& 5 d 2e2t/t, [29]

here d 2 5 ^dv(0)2& 5 u 2kBT/g is the variance of th
hemical shift over the equilibrium distribution of spins at
ifferent positions in the harmonic well. This model might
xpected to apply to circumstance where particular fluctua

n molecular conformation translate one subunit relativ
nother over a small distance, so the variation in chemical
ith translation is nearly linear. In order to realize long re
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411SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
tion times, wheng is sufficiently large to limit the motion t
elatively small amplitudes, the effective internal friction m
e very great. This could be achieved by imposing large
nergy barriers between discrete sites alongx, in which case

he continuous model would be an approximation to a pa
lar multisite model.

LINEWIDTH AND SPIN-ECHO DECAY FOR THE
CONTINUOUS GAUSSIAN MODEL

Becausedv(x(t)) 5 udx(t) is a Gaussian random variable at a
ime, it is quite simple to evaluate the relevant magnetiza
sing the trajectory approach in Eqs. [8] and [9]. For simplic
e setdv(V(t)) 5 dv(x(t)) 5 dv(t) in the following. The trajec

ory average of the phase factor in Eq. [8] is first written as

^e2i * 0
t dt9dv~t9!&T 5 ^e2iDw~t!&T, [30]

here

Dw~t! 5 E
0

t

dt9dv~t9! [31]

s the accumulated phase difference at timet. SinceDw(t) is a
inear superposition of Gaussian random variables (dv(t)dt)
f zero mean it also is a Gaussian random variable of
ean with variance

^Dw~t! 2& 5 K E
0

t

dt9dv~t9! E
0

t

dt0dv~t0!L
5 2d 2t 2@t/t 2 1 1 e2t/t# [32]

hich is derived in Appendix B. Consequently, one can w

^e2iDw~t!&T 5 e2^Dw~t! 2&/ 2 5 e2d 2t 2@t/t211e2t/t#. [33]

pon inserting Eq. [33] into [30] and [30] into [8] (wi
^Mx(V(0), 0)Mx(V(t), t)&& [ ^^Mx(0)Mx(t)&&) one obtain

^^Mx~0! Mx~t!&& 5 ~m 2/8!e2~ivo1R2
o!te2d 2t 2@t/t211e2t/t#. @34#

his expression is incorporated into Eq. [5] to obtain the s
rum, which is evaluated numerically. The variance^Dw(t)2& is
roportional to (t/t)2 at small timest ! t and a positive increasin

unction of the time for allt . 0. Consequently, the effect of s
xchange is generally to increase the rate of decay of the
erse magnetization aboveR2

o and increase the width of th
pectrum aboveDn1/2

o 5 R2
o/p. Of course, the spectrum becom

on-Lorentzian as a consequence. Equation [34] describe
ecay of the free induction signal.
t
e

-

s
,

ro

e

c-

ns-

the

Expressions identical to [32]–[34] were obtained by Abrag
3) for an ad hocscenario, in whichdv(t) was assumed to be
aussian random variable of zero mean with an exponen
ecaying correlation function. The present study identifies fo
rst time the physical model that underlies Abragam’sad hoc
cenario and explicitly derives its relevant properties, namely
v(t) is a Gaussian random variable of zero mean with an e
entially decaying correlation function.
The accumulated phase factor in the simple spin-echo d

mplitude is evaluated in a similar fashion by setting

^e1i ~* 0
t dt9dv~t9!2* t

2t dt0dv~t0!!&T 5 ^e1iDe~2t!&, [35]

here in this case the net accumulated phase is

De~2t! 5 E
0

t

dt9dv~t9! 2 E
0

2t

dt0dv~t0!. [36]

gain, De(2t) is a linear superposition of Gaussian rand
ariables of zero mean and is therefore also a Gaussian
ero mean and a variance,

^De~2t! 2& 5 K E
0

t

dt9dv~t9! E
0

t

dt0dv~t0!L
1 K E

t

2t

dt9dv~t9! E
t

2t

dt0dv~t0!L
2 2K E

0

t

dt9dv~t9! E
t

2t

dt0dv~t0!L
5 2d 2t 2@12t /t 2 3 1 4e2t/t 2 e22t/t#. [37]

his variance is also evaluated in Appendix B. It is prop
ional to (t/t) 3 for small t ! t, and therefore vanishes in t
imit t/t 3 0, as expected when no transfer between sit
ossible. One can now write

^e1iDe~2t!&T 5 e2^De~2t! 2&/ 2 5 e2d 2t 2@12t/t2314e2t/t2e22t/t#. @38#

pon inserting Eq. [38] into [35] and [35] into [9], the amp
ude of the simple spin-echo signal is finally obtained as

A~2t! 5 eivo2t
^^M1~V~2t!, t!&&

^^M1~V~0!, 0!&&

5 e2R2
o2te2d 2t 2@12t/t2314e2t/t2e22t/t#. [39]

he multiplication by eivo2t in the first line of Eq. [39
imply removes the oscillation at the average Larmor
uency, v . Again, the variancê De(2t) 2& is a positive
o
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412 SCHURR ET AL.
ncreasing function of the time fort . 0, so the effect of sit
xchange is generally to increase the rate of decay o
imple spin-echo aboveR2

o. That decay also becomes no
xponential.
The accumulated phase factor at the times of the even e

n a CPMG pulse-sequence is defined in Eqs. [10] and
g(0, 4nt) is a sum of Gaussian random variables of z
ean, and so is itself a Gaussian random variable of zero m

ts variance is obtained by a somewhat involved derivatio
ppendix B with the result,

^Dg~0, n4t! 2&

5 d2t 2H2n@4t/t 2 5 1 4e2t/t 1 4e22t/t 2 4e23t/t 1 e24t/t#

1 ~n 2 1!2
F~t/t!

E~t/t!
2 2

F~t/t!

E~t/t! 2 ~1 2 e2~n21!4t/t!J ,

[40]

here

E~t/t! 5 e4t/t 2 1 [41]

nd

F~t/t! 5 ~1 1 e22t/t 2 2e2t/t!et/t

3 ~1 2 e2t/t 2 e22t/t 1 e23t/t!

3 ~1 2 et/t 2 e2t/t 1 e3t/t!. [42]

pon insertinĝexp[2iDg(0,n4t)]& 5 exp[2^Dg(0,n4t)2&/2] into
q. [10] and making use of [40]–[42], the amplitude of thenth
ven (or 2nth) spin-echo of a CPMG sequence is given by

A~n4t!CPMG 5 eivon4t
^^M1~V~n4t!, n4t!&&

^^M1~V~0!, 0!&&

5 e2R2
on4texp@2d 2t 2$n~4t/t 2 5 1 4e2t/t

1 4e22t/t 2 4e23t/t 1 e24t/t!

1 ~n 2 1! F~t/t!/E~t/t!

2 F~t/t!~1 2 e2~n21!4t/t!/E~t/t! 2%#.

[43]

A~n4t!CPMG 5 exp@2R2
on4t#exp@2d2e2$n~4t/~e/R2

o! 2 5 1

1 ~n 2 1! F~t/~e/R2
o!!/E~t/~
he
-

oes
].
o
an.
in

The multiplication by eivon4t in the first line of Eq. [43] removes th
oscillation at the average Larmor frequencyvo. In the limit n4t !
t, the variance,̂Dg(0,n4t)2& is proportional ton(t/t)3, so vanishe
in the limit t/t3 0, as expected, when no transfer between
is possible. As expected,^Dg(0, n4t)2& is a positive, increasin
function of botht andn for t . 0, so the effect of site exchan
is generally to increase the rate of decay of the even CPMG
echoes as a function of eithern or t aboveR2

o. The decay rate
R2

CPMG, of the CPMG even echoes is here defined by the a
tudes of the echoes observed forn 5 1, 2, 3, 4, . . . , at afixed
alue of the 4t cycle time. In the presence of site exchange,R2

CPMG

decreases with decreasing 4t cycle time, and approachesR2
o in the

limit 4t/t3 0.
Equations [34], [39], and [43] provide simple analyti

expressions for use in calculating the NMR spectrum and
simple and even CPMG spin-echo decays as a function o
correlation time,t, for motion in the harmonic well and th
equilibrium variance,d2, of the chemical shifts. When analy
ing experimental data, it is useful to rewrite Eqs. [34], [39],
[43] in terms of the dimensionless quantities,

d ; ~d/R2
o! and e; R2

ot [44]

o obtain

^^Mx~0! Mx~t!&& 5 ~m 2/8!e2~ivo1R2
o!te2d 2e2@t/~e/R2

o!211e2t/~e/R 2
o
!#

[45]

A~2t! 5 e2R2
o2te2d 2e2@2t/~e/R2

o!2314e2t/~e/R 2
o
!2e22t/~e/R 2

o
!#

[46]
and

In order to estimatet andd from experimental spectra a
the decay of the CPMG even echoes at a single time delay
must have an independent estimate ofR2

o. Although one could
assume thatR2

o values for the same nuclei at different subu
in the same molecule are similar, whether they do or do
undergo slow site exchange, that presumes that the rap
gular motions responsible forR2

o are unaffected by any facto
associated with the slow conformational mobility. Whether
rms amplitudes of rapid local angular motion are significa
enhanced for nuclei that undergo slow site exchanges (22) is a

uestion of particular interest to us. In order to determineR2
o,

as well ast andd, one can either measure the decays of CP

e2t/~e/R2
o! 1 4e22t/~e/R2

o! 2 4e23t/~e/R2
o! 1 e24t/~e/R2

o!!

2
o!! 2 F~t/~e/R2

o!!~1 2 e2~n21!4t/~e/R2
o!!/E~t/~e/R2

o!! 2%#. [47]
4
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413SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
ven echoes with progressively shorter delay times (t) (19), or
he R1r decay rates in resonant spin-locking fields with p
ressively larger precession frequenciesv1 (19, 22). The (heu
istic) theory forR1r is discussed in a subsequent section

BEHAVIOR OF THE CONTINUOUS GAUSSIAN MODEL
IN VARIOUS LIMITS

It can be seen from Eqs. [34], [39], and [43] that the rele
ecays (excluding the e2ivo t oscillations) are generally none
onential, except at very short times and again at very

imes, where single-exponential behavior prevails. The a
ents are detailed separately for each case below.

ransverse Magnetization in Eq. [34]

In this case the very short time limit is defined byt ! t, t
1/d, and by the requirement that the corresponding

xchange contribution to the exponent, namely;d 2t 2, be
egligibly small compared toR2

ot. This limit will be experi-
entally significant only whenR2

ot * 1.0 for some of th
imes in this domain,t ! t andt ! 1/d, which requiresR2

o @
/t, d. Only then does significant amplitude decay in this s

ime limit, and that decay is exponential with rate constanR2
o.

In the long time limit, defined byt @ t, the site exchang
ontribution to the exponent is preciselyd 2tt, and the overa
ecay is again single exponential, but now with rate con
2
o 1 d2t. This limit will be experimentally significant on
hen the signal amplitude has not already relaxed at s
arlier time. This circumstance occurs only whendt ! 1.0, and
2
o ! 1/t.

imple Spin Echo in Eq. [39]

In this case the very short time limit is defined by 2t ! t,
! 1/d, and by the requirement that the corresponding
xchange contribution to the exponent, namely;2d 2t 3/t, be
egligibly small compared toR2

o2t. Again this very short tim
imit is experimentally significant only whenR2

o2t * 1.0 for
ome of the times in this domain, 2t ! t and t ! 1/d, which
equiresR2

o @ 1/t, d/2. In that event, and only then, significa
xponential decay occurs in this short time domain with
onstantR2

o.
In the long time limit, defined byt @ t, the site exchang

ontribution in the exponent is preciselyd 2t2t, and the overa
ecay of the simple spin-echo amplitude is exponential
ate constantR2

o 1 d2t. Again, this limit will be experimentall
ignificant only whendt ! 1.0 andR2

o ! 1/t, so the signal ha
ot already relaxed at some earlier time.

PMG Even Spin-Echoes in Eq. [43]

In this case the very short time limit is defined byn4t ! t,
! 1/d, and by the requirement that the corresponding
xchange contribution in the exponent, namely;nd 2t 3/t, be
egligibly small compared toRon4t. Again, this limit is ex-
2
-

t

g
u-

te

rt

nt

e

te

e

h

te

erimentally significant only whenR2
on4t * 1.0 for some o

he times in the domain,n4t ! t andt ! 1/d, which requires
2
o @ 1/t, d/4n. In that event, and only then, significa
xponential decay with increasingn at fixed t occurs in this
omain with rate constantR2

o.
In the long time limit, defined byt @ t, the site exchang

ontribution in the exponent is preciselyd 2tn4t, and the
verall decay of the CPMG even echo train is again expo

ial with rate constantR2
o 1 d2t. Again, this limit will be

xperimentally significant only whendt ! 1.0 andR2
o ! 1/t,

o the signal has not already relaxed at some earlier tim
Particularly simple behavior of all the relevant decay

bserved at all times in yet a different limit, namely the
xchange limit.

he Fast Exchange Limit

In the fast exchange limit, defined bydt ! 1.0, the relevan
ecays all become single exponential. The site exchange

ribution to transverse magnetization relaxes negligibly unt
t, in which case Eq. [34] can be accurately approximate

^^Mx~0! Mx~t!&& 5 ~m 2/8!e2~ivo1R2
o!te2d 2tt. [48]

Likewise, whendt ! 1.0, the simple spin-echo amplitu
elaxes negligibly until 2t @ t, in which case Eq. [39] can b
ccurately approximated by

A~2t! 5 e2R2
o2te2d 2t2t. [49]

Similarly, when dt ! 1.0, the CPMG even echoes re
egligibly until n4t @ t, in which case [43] can be accurat
pproximated by

A~n4t!CPMG 5 e2R2
on4te2d 2tf~t/t!n4t, [50]

here

f~t/t! ; 1 1 ~25 1 4e2t/t 1 4e22t/t 2 4e23t/t

1 e24t/t!/~4t/t! 1 F~t/t!/~E~t/t!~4t/t!!. [51]

he decay of the CPMG even echoes is exponential
ncreasingn, though not with increasingt. At any fixedt, the
ime is incremented by adding another CPMG cycle (4t) to the
equence, which increasesn by 1. Because a total timen4t is
ssociated with thenth echo amplitude, the decay rate cons

s R2
o 1 d 2tf(t/t). In the limit t ! t, f(t/t) ; (t/t) 2 ! 1.0,

od 2tf(t/t) must fall belowR2
o for some sufficiently smallt/t.

n that case, the rate constant for the CPMG decay appro
2
o. In the opposite limitt @ t, f(t/t) > 1.0, and therate
onstant for the CPMG decay approachesR2

o 1 d2t. Thus, by
ecreasing the CPMG cycle time, it is possible to map ou
ispersion ofd 2tf(t/t), as it descends monotonically fromd2t
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or t/t @ 1.0 to 0 for sufficiently smallt/t. In this way one ca
etermine (i) the relaxation timet from the position (midpoin

ime) of the dispersion, (ii) the standard deviation of
armor frequencyd from the magnitude of the dispersion a
nowledge oft, and (iii) also the intrinsicR2

o from the residua
ate constant at small times, provided that only a single
xchange process occurs. The predicted behavior, whe
ifferent site exchange processes take place concurren
ifferent time scales, both in their fast exchange limits
iscussed subsequently.
The effect of site exchange on the decay of the transv
agnetization in Eq. [34] and the simple echo in Eq. [39
aximal for times such that the site exchange exponent is;1.0
nd is negligible at either much shorter times where
xponent is!1.0 or much longer times after the transve
agnetization or spin-echo amplitude has already dec
way. In the fast exchange limit, the site exchange expo
eaches 1.0 only at some long timet @ t, and that is the tim
or which the site exchange contribution is mainly sample
he decay of the transverse magnetization and simple
cho. In contrast, the decay of the CPMG even echoes i

43] with increasingn can probe the site exchange contribu
ven at much shorter times by using a small cycle timet),
ut also a very largen to obtain significant decay. Wi
ufficiently short cycle times, the dephasing due to variat
n Larmor frequency are reversed and refocused by the C
ulse sequence before site exchange leads to irreversibl
f coherence, but with longer cycle times such irrevers
oherence loss is not prevented and the rate constant f
elaxation increases, as indicated by Eqs. [50] and [51].

RELATION OF THE CONTINUOUS GAUSSIAN MODEL
TO DISCRETE JUMP MODELS

Our Eq. [50] is directly analogous to Eq. [31a] of Daviset al.
19) for the decay of the CPMG even echoes of a two-site j
odel in the fast exchange limit. For the particular case

ymmetrical two-site jump model, in which the populati
nd intrinsic R2

o rates for both sites are identical, the f
xchange CPMG results for the two-site model are identic

hose for the continuous Gaussian model in both the shor
he long time limits, providedd is identified withDv/2, where
v is the difference in Larmor frequency between the two s
ndt is identified with the relaxation time, 1/ 2k, of a two-site
odel with transition rate constantsk for hopping in eithe
irection. The spectrum and simple spin-echo decay are
ise identical for the two models in this fast exchange li
his equivalence can be understood by the following a
ents. (1) In the fast exchange limit, significant decay du

ite exchange occurs only at long times, specifically att @ t
or the transverse magnetization in Eq. [34], at 2t @ t for the
imple spin-echo decay in Eq. [39], and atn4t @ t for the
PMG decay in Eq. [43]. (2) Even though the fluctua
armor frequency of a discrete multisite model is not a Ga
te
wo
on
s

se
s

t
e
ed
nt

y
in-
q.

s
G
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e
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p
a

t
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an random variable, the accumulated phase (relative to its
ean) becomes a Gaussian random variable of zero mea

ariance 2d 2tt, whered2 is the variance of the Larmor fr
uency andt is the time integral of the normalized autocor

ation function of the fluctuations in Larmor frequency, wh
ver the phase accumulation periodt greatly exceeds th
elaxation timet. This result is proved in Appendix E, whe
t is also generalized to arbitrary discrete multisite mod
hus, any discrete multisite model with the same intrinsicR2

o

or all sites must yield the same results as a continuous G
an model with the samed2 andt, whenevert @ t. For such

discrete multisite model in the fast exchange limit, signifi
ecay of either the transverse magnetization in Eq. [34] o
imple spin-echo in Eq. [39] occurs only fort @ t, and tha
odel behaves exactly like a continuous Gaussian m
oreover, whent @ t, the decay of the CPMG even echo
ust also follow the behavior of a continuous Gaussian m
hen t & t, the accumulated phase of such a discrete m

s no longer a Gaussian random variable. Nevertheless, a
hort times,t ! t and t ! 1/d, it is expected on physic
rounds that site exchange will make no significant contr

ion to the decay, so that such a discrete model in its very
ime limit will exhibit exponential decay with rate constantR2

o.
hus, any discrete model with a uniformR2

o for all sites is
xpected to behave in precisely the same fashion as the

inuous Gaussian model in both the very short time (t ! t, t
1/d) and the long time (t @ t) limits, neither of which is

ecessarily experimentally significant. In the particular cas
uch a discrete model with uniformR2

o in the fast exchang
imit, where the decay of the CPMG even echoes is expone
or all timest, the rate constant for that decay will be ident
o that for the continuous Gaussian model at both very sht

t) and long (t @ t) limits, as is found to be the case for t
wo-state model. In this limit, the results are probably not v
ifferent even at intermediate times. Of course, results for t

wo models will be very different in other limits. For examp
n the slow exchange limit, defined bydt @ 1.0, when alsoR2

o

d, the site exchange contribution to the decay is maxim
short (but not very short) time,t ; 1/d ! t. In this case, th

ite exchange exponent in Eq. [34] isd 2t 2/ 2 for the continuou
aussian model, which yields a Gaussian spectrum, whe
iscretem-site model with uniformR2

o yields a multiline spec
rum containingm peaks.

R1r FOR THE CONTINUOUS GAUSSIAN MODEL

A quantity calledR1r 5 T1r
21 is commonly measured

nvestigate slow site exchange. In this method an initialp/2
ulse rotates the equilibrium magnetization into the transv
lane, where its orientation defines thez9 axis in the rotating

rame (x9, y9, z9). Then a spin-locking RF pulse is appli
longz9 in the rotating frame for a time durationt, after which

t is cut off and the subsequent free-induction decay meas
he initial amplitude of the free induction decay is recorde
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415SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
function of the durationt of the spin-locking pulse and
ypically found to decay exponentially.

Relevant theory for the contribution of heteronuclear dip
ipole interactions toR1r was formulated by Penget al.(6) and
eng and Wagner (5), and their result is presented in Appen
. Additional theory to treat the contributions of both hom
uclear dipole–dipole interactions (between nuclei w
lightly different resonance frequencies) and chemical
nisotropy toR1r for the particular case of resonant RF po

s also presented in Appendix C. We assume again tha
elevant molecular motions can be divided into those rota
hat take place on a time-scale equal to or less than the lo
niform rotational relaxation time and much slower transit
etween conformations that give rise to site exchange.
hown in Appendix C that the contribution of the rapid ro
ional motions toR1r, which is here designated byR1r

o , is
ractically identical to the corresponding contribution of th
ame rapid rotations to the spin-echo decay, namelyR2

o. That
s, R1r

o > R2
o to very high accuracy. Thus, under the assu

onditions, the difference betweenR1r and the simple spin
cho decay rate arises entirely from the contributions of
ite exchange. Qualitatively, the effect of the spin-lock
ulse is to rotate the magnetization around thez9 axis in the
otating frame, so it can be regarded as a train of contigu

pulses, if it is not actually so in practice. Thus, the invers
f the accumulated phase takes place continuously, an
ffects of site exchange to diminish the amplitude of the si
re correspondingly reduced inR1r compared to the simp
pin-echo decay, where the time delays betweenp pulses ar
ormally much greater.
An approximate theory of the contribution of site excha

n the continuous Gaussian model toR1r is presented in Ap
endix D. After a spin-lock timet, the transverse magnetiz

ion is given by

^^~M1~V~t!, t!!&&

^^~M1~V~0!, 0!!&&
5 e2~ivo1R2

o!te2^Dg~t! 2&/ 2, [52]

here under the conditions discussed in Appendix D,

^Dg~t! 2&/ 2 5 R1r
set 1 D [53]

R1r
se 5 d 2t /~4~1 1 v 1

2t 2!!, [54]

herev1 is the angular precession frequency of the spin ve
round the spin-locking field in the rotating frame, andD is a
onstant (independent oft) given in Eq. [D12]. A more gener
xpression for̂ Dg(t) 2&/ 2 is given in Eq. [D9]. It contain
scillatory terms that will vanish whenever the spin-lock c
ists of an even number ofp pulses and will probably vanis
n any case for times sufficiently long thatv 1t @ 1.0, for
easons discussed in Appendix D. The expression forR1r

se is
imilar in form to that presented previously for a 2-site ju
–

-

ift
r
he
s

est
s
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-

e

d

w

s,
n
the
al

e

r
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odel in the fast exchange limit (17–21), but its domain o
alidity is not restricted to the fast exchange limitdt ! 1.0, but

nstead tov1 @ d, which could in principle be satisfied ev
hen dt * 1.0. The total rate of exponential decay of

ransverse magnetization during the spin-lock is

R1r 5 R2
o 1 R1r

se. [55]

In terms of the dimensionless variables of Eq. [44]

R1r 5 R2
o 1 d2eR2

o/~4~1 1 v 1
2~e/R2

o! 2!!. [56]

The requirement,v1 @ d, for validity of theR1r
se formula [54]

ay confinev1 to relatively large values in order to obta
nterpretable data. In that case,R1r becomes very insensitive
ny very slow site exchange processes, for whichv1t & 1.0
ndR1r

se is very small.
This continuous Gaussian model is the only site exch
odel for which simple and accurate analytical formulas

he lineshape, decays of both simple and CPMG spin-ec
ndR1r are available valid outside the fast-exchange limitdt
1.0. In fact, Eqs. [34] and [45] (in conjunction with Eq. [5

or the lineshape, [39] and [46] for the simple spin-echo de
nd [43] and [47] for the CPMG spin-echo decay are valid
ll values of the standard deviation,d, of the Larmor frequenc
nd relaxation time,t, of the Gaussian site exchange proc
nd Eqs. [52]–[56] for the decay of the transverse magne

ion in a resonant spin-locking field are valid wheneverv1 @
, even outside the fast exchange limit.

APPLICATION OF THE CONTINUOUS GAUSSIAN
MODEL TO ANALYZE EXPERIMENTAL DATA

Estimates ofR2
o, t, and d can be obtained whenR1r is

easured as a function of increasing spin-lock frequencv1

nd found to bottom out at its minimum value,R2
o. This

ircumstance prevailed in a study of the13C19 nucleus of the
4 deoxyribose in the duplex sequence 59-GCGAAATT-
CGC-39 (22). Fits of R1r to an equation of the form of E

56] yielded values forR2
o, t, andd. However, in the absen

f CPMG spin-echo decay and linewidth data, one canno
ertain that there exist no additional much slower site exch
rocesses. As illustrated below, when thev1 values examine
re all sufficiently large, it is possible for much slower
xchange processes to contribute significantly to the linew
nd decay of the even CPMG spin-echoes, but to make
lly no contribution toR1r.
In a 1H NMR study of the duplex sequence 59-CGAGGTT-

AAACCTCG-39, considerable evidence was obtained fo
ite exchange process involving A9 (25). For the A9-H2 proton
t 31°C, (1) the reported linewidth (after correction for 3

nstrumental broadening due mainly to field inhomogen
M. A. Kennedy, personal communication) wasDn 5 10 Hz
1/2
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416 SCHURR ET AL.
FWHM), or equivalently (1/2)Dv1/2 5 31.4 rad s21 (HWHM);
2) the reported decay rate of the CPMG even echoes
equence with a cycle time of 4t 5 4 ms (M. A. Kennedy
ersonal communication) wasR2

CPMG 5 26.3 s21; and (3) the
eported decay rate of the transverse magnetization in a
ant spin-locking field withv1 5 138003 2p 5 8.673 104

ad s21 was R1r 5 6.25 s21 (25). In the absence of si
xchange, these values of (1/ 2)Dv 1/ 2, R2

CPMG, andR1r must all
e identical and equal toR2

o. Hence, the presence of one
ore site exchange processes can be immediately inferr
If only a single site exchange process occurs, then t

hree experimental values in conjunction with Eqs. [45]
5]), [47], and [56] in principle allow a determination ofR2

o, t,
ndd. For any given choice ofR2

o, t, andd, or equivalently, o
2
o, d 5 (d/R2

o) ande 5 (R2
ot), the spectrum can be calcula

ia Eqs. [45] and [5] and its half-width measured direc
imilarly, the decay of the even CPMG spin-echoes ca
alculated via Eq. [47] and least-squares fitted to a s
xponential function in the same manner as the experim
ata to obtain the CPMG echo decay rate,R2

CPMG. A genera
trategy is to select trial values ofR2

o(#R1r), and for each o
hose to compute the curve ofe vs d that satisfies the expe
mental linewidth constraint,Dn1/2 5 10 Hz, and another curv
f e vs d that satisfies the CPMG even echo constraint,R2

CPMG

26.3 s21. The region where these curves cross locates
rea of thee–d plane that is to be grid searched. Beginn
ith the central cross point, trial pairs ofe and d values are
sed to calculateR1r as well asDn1/2 andR2

CPMG, and from thos
s calculated a chi-squared,

x 2 5 ~~Dn1/ 2!
th 2 ~Dn! 1/2

ex ! 2/s LW
2

1 ~~R2
CPMG! th 2 ~R2

CPMG! ex! 2/s CPMG
2

1 ~~R1r!
th 2 ~R1r!

ex! 2/s SL
2 , [57]

here the superscripts th and ex denote theoretical and e
mental values, respectively, andsLW, sCPMG, andsSL are the
stimated errors in the experimental linewidth, CPMG e
cho decay rate, andR1r rate, respectively. The grid search

he d–e plane should yield thed ande pair that minimizesx2

or any given choice ofR2
o and may even reducex2 completely

o zero for the correct choice ofR2
o. By sampling several value

f R2
o, the choice of all three parameters defining the gl

inimum in x2 can presumably be found.
In the present case, it was not necessary to iterateR2

o, since
he initial choice,R2

o 5 R1r 5 6.25 s21, proved to be self
onsistent. Thee vs d curves that satisfy the linewidth a
PMG even spin-echo constraints forR2

o 5 6.25 s21 are shown
n Fig. 1. The central crossing point,e 5 1.25 3 1023, d 5
6.8, satisfies those two constraints accurately. When t
alues ofe andd together withR2

o 5 6.25 s21 are used in Eq
52], one calculatesR1r 5 6.25 1 2.1 3 1022 > 6.27 s21,
hich is experimentally indistinguishable from the measu
a

so-

.
se

.
e
le
tal

e

er-

n

l

se

d

alue. Consequently, the initial choice,R2
o 5 6.25 s21 and the

entral crossing point of thee vs d curves givex2 > 0 and
rovide a satisfactory solution in that regard. Curves ofd vs e
ere also calculated for each constraint value (i.e.,dn1/2 or
2
CPMG) plus or minus one standard deviation, and these are
isplayed in Fig. 1. The overlap region is seen to span a
ange of bothe andd values. However, asd increases withi
he overlap region, the contribution of this site exchange
ess toR1r

se also increases sufficiently thatR1r significantly
xceeds the experimental value (by$5%) for d $ 100.
ence, the acceptable range ofd values is probably limited t
0 to 100, and the corresponding range ofe values is limited

o 1.2 3 1023 to 3.5 3 1024. The implied values oft and d
rom the optimume, d at the central crossing point andRo 5

FIG. 1. Curves ofe versusd that yield the linewidths (HWHM) (1/2)Dv1/2

28.6, 31.4, or 34.5 rad s21 (dashed lines as indicated) and the CP
pin-echo decay ratesR2

CPMG 5 24.7, 26.3, and 27.9 s21 (solid lines as indi
ated). The middle curves in each case apply to the reported experim
alues, (1/2)Dv1/2 5 31.4 rad s21 and R2

CPMG 5 26.3 s21, whereas the oute
urves apply for the experimental values plus or minus one standard dev
he curves that yield the three (1/2)Dv1/2 values are generated in the followi
ay. The target value of (1/2)Dv1/2 (e.g., 31.4 rad s21) is selected. A particula
alue ofd is then chosen and entered into Eq. [45] along with a trial valu
. The correlation function in Eq. [45] is then computed for a range of
oints and Fourier transformed to compute the spectrum. The full width o
pectrum at half-height is then determined and compared with the target
he value ofe is adjusted and the process is iterated until the comp
1/2)Dv1/2 matches the target value. Then a new value ofd is selected and th
rocess repeated until again the same target value is matched, but no
ifferent (d, e) pair. In this way the curve ofe versusd that yields the targe

inewidth is mapped out. The curves that yield the threeR2
CPMG values are

enerated in a similar fashion. Again, the target value (e.g., 26.3 s21) is
elected. A particular value ofd is then chosen and entered into Eq. [47] al
ith a trial value ofe. The amplitude in Eq. [47] is computed for a range

ime points and fitted to a single exponential decay (as were the experim
ata). The best-fit decay constant,R2

CPMG, is then determined and compa
ith the target value. The value ofe is adjusted and the process is iterated u

he computed best-fitR2
CPMG matches the target value. The points where

ashed and solid curves cross define the (d, e) pair that simultaneously yield
oth the target (1/2)Dv1/2 andR2

CPMG values. The crosspoint for the curves t
ield (1/2)Dv1/2 5 31.4 rad s21 andR2

CPMG 5 26.3 s21 is d 5 56.8 ande 5
.25 3 1023. Given the valueR2

o 5 6.25 s21, these values correspond tot 5
3 1024 s andd 5 355 rad s21.
2
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417SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
.25 s21 aret 5 2.003 1024 s . 0.2 ms, andd 5 355 rad s21.
he implied rate of this conformational exchange proce
onsiderably slower than that estimated by Kennedyet al.(25).
owever, this is not the only solution consistent with theDn 1/ 2,
2
se, and R1r data from the A9-H2 proton and is almost c

ainly not the whole picture, as detailed below.
Kennedyet al. presented evidence that the magnetiza

ransfer rates from A10-H2 and A11-H2 to their neighbo
rotons actually exceed those of A9-H2, despite their m
maller linewidths. Because both the magnetization tra
ates and theR2

o rates arise from the same dipolar interactio
nd depend on similar spectral densities of the same corre

unction, this finding suggests thatR2
o for A9-H2 should be les

han or equal toR2
o for A10-H2 and A11-H2. In view of Eq

55], this would imply thatR2
o for A9-H2 should also be les

han or equal toR1r for A10-H2 and A11-H2. However,
1°C, the reportedR1r values for A9-H2, A10-H2, an
11-H2 are, respectively, 6.25, 3.15, and 2.6 s21. Thus, if R2

o

or A9-H2 were equal to itsR1r, then it would exceedR1r for
10-H2 and A11-H2 by at least 2-fold, contrary to expectat
his suggests thatR1r for A9-H2 has a substantial contributi

rom site exchange,R1r
se $ 3.1 s21, so that itsR2

o contribution
oes not exceed 3.15 s21 and may be even smaller. Howev
e found that no single site exchange process withR2

o 5 3.15
21 can simultaneously fit the experimentalDn1/2 and R2

CPMG

ata for A9-H2 and still yield so large a value ofR1r
se $ 3.1 s21.

We now suppose that there occur two concurrent site
hange processes, a faster one responsible for the subs
ontribution toR1r

se $ 3.1 s21 and a much slower process t
akes a negligible contribution toR1r

se. For purposes of illus
ration, we suppose thatR2

o 5 3.10 s21 andR1r
se 5 3.15 s21 for

9-H2. A rather large standard deviationd of the Larmor
requency is required to produce so large a value ofR1r

se. Plots
f R1r

se vst for two assumed standard deviations,d 5 250p and
00 p, are presented in Fig. 2. Additional calculations (
hown) demonstrate that a valued $ 471p rad s21 is required
o achieveR1r

se 5 3.15 s21 for any value oft. The valued 5 500
rad s21 corresponds to a standard deviation of 0.5 ppm at
Hz, so the span of chemical shift from2d to 1d is 1 ppm.

n fact, d cannot be much larger than this, because the m
um change in chemical shift of an H2 proton of one ade

n the ring current of a neighboring adenine is about 1.33
25). If we assume thatd > 500p, then either of twot-values
amelyt1 > 7 ms or t19 > 19 ms, yields the target value,R1r

se

3.15 s. However, only the former value is consistent with
bservedR2

CPMG 5 26.3 s21 and (1/2)Dv1/2 5 p z Dn1/2 5 31.4
ad s21. If only this single site exchange process is conside
he choiceR2

o 5 3.1 s21, d 5 500 p rad s21 and t1 5 7 ms,
ields R2

CPMG 5 20.3 s21 and (1/2)Dv1/2 5 20.3 rad s21, which
re both smaller than the corresponding experimental va
6.3 s21 and 31.4 rad s21, respectively. However, the choic
19 5 19 ms, with the same choices ofR2

o andd yieldsR2
CPMG 5

0.2 s21 and (1/2)Dv1/2 5 50.3 rad s21, both of which excee
heir experimental values. In the former case, agreement
is

n

h
er
,

ion

.

x-
tial

t

0

i-
e
m

e

d,

s,

ith

xperiment can still be achieved by including a second m
lower site exchange process which acts to increase bo
alculatedR2

CPMG and (1/2)Dv1/2 values, but in the latter ca
hat would only increase the discrepancy between calcu
nd experimental values. By this criterion, the choicet19 5 19
s is effectively ruled out.
We now consider how to treat two concurrent site excha

rocesses for A9-H2. The faster process is assumed
haracterized byR2

o 5 3.1 s21, d1 5 500 p rad s21, andt1 5
ms, for reasons discussed above. Although these value

ot a unique solution for the faster process, it is expected
ny satisfactory solution will have parameters that do not d

rom these by more than about 2-fold. A second slower
xchange process with standard deviationd2 and relaxation

ime t2 is superposed on the faster process in the follow
ay. In Eqs. [32] and [40], it is assumed that

^Dw~t! 2& 5 ^Dw1~t!
2& 1 ^Dw2~t!

2& [58]

nd

^Dg~0,n4t!2& 5 ^Dg1~0, n4t! 2& 1 ^Dg2~0, n4t! 2& @59#

re superpositions of the variances of two independent G
an random processes,Dw 1(t) and Dg 1(t), corresponding t
he faster site exchange process, andDw 2(t) and Dg 2(t),
orresponding to the slower site exchange process. C
uently, Eqs. [45] and [47] will each contain two exponen
ite exchange factors like the last factor shown in each
ne containingd1 ande1 and the other containingd2 ande2.
lso, Eq. [56] will contain two site exchange terms like
econd term shown, one containingd1 and e1 and the othe
ontainingd2 and e2. By using these augmented equati
ith the assumedRo 5 3.1 s21, d 5 500 p/Ro 5 507, and

FIG. 2. Curves ofR1r
se vs t for d 5 500p andd 5 250p. R1r

se is computed
ccording to the second term on the right hand side of Eq. [56] usingv1 5
3800 (2p) rad s21.
2 1 2
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418 SCHURR ET AL.
1 5 t 1R2
o 5 2.163 1025, curves ofe2 vs d2 that satisfy the

otal spin-echo constraint,R2
CPMG 5 26.3 s21, and total line

idth constraint,Dn1/2 5 10 Hz, can be calculated. The resu
re shown in Fig. 3. The central cross point,e2 5 1.42 3
023, d2 5 50.3corresponds tot2 5 4.63 1024 s 5 0.46 ms
ndd2 5 156 rad s21. This slower site exchange process ma
negligible contribution, 1.763 1023 s21, to Rse (whenv 5

FIG. 3. Curves ofe2 versusd2 for the slower of two concurrent si
xchange processes that yield the linewidths (HWHM) (1/2)Dv1/2 5 28.6,
1.4, or 34.5 rad s21 (dashed lines as indicated) and the CPMG spin-echo d
atesR2

CPMG 5 24.7, 26.3, and 27.9 s21 (solid lines as indicated). The midd
urves in each case apply to the reported experimental values, (1/2)Dv1/2 5
1.4 rad s21 and R2

se 5 26.3 s21, whereas the outer curves apply for
xperimental values plus or minus one standard deviation. The curve
ield the three (1/2)Dv1/2 values are generated in the following way. The ta
alue of (1/2)Dv1/2 (e.g., 31.4 rad s21) is selected. Then the exponent in the
actor in Eq. [45] is calculated using parameters appropriate for the fast
xchange process, namelyR2

o 5 3.1 s21, d1 5 (500 p)/R2
o 5 507, ande1 5

1R2
o 5 (7 3 1026)(3.1) 5 2.163 1025. To that is added a second expon

f identical form, as indicated in Eq. [58], but evaluated withR2
o 5 3.1 s21, a

articular choice ofd2 and a trial value ofe2. The resulting “augmented
orrelation function in Eq. [45] is then computed for a range of time points
ourier transformed to compute the spectrum. The full width of the spec
t half-height is then determined and compared with the target value. The
f e2 is adjusted and the process is iterated until the computed (1/2)Dv1/2

atches the target value. Then a new value ofd2 is selected and the proce
epeated until again the same target value is matched, but now for a di
d2, e2) pair. In this way the curve ofe2 vs d2 that yields the target linewid
s mapped out. The curves that yield the threeR2

CPMG values are generated in
imilar fashion. Again, the target value (e.g., 26.3 s21) is selected. Then th
xponent in the last factor in Eq. [47] is calculated using parameters a
riate for the faster site exchange process, namelyR2

o 5 3.1 s21, d1 5 (500
)/R2

o 5 507, ande1 5 t 1R2
o 5 (7 3 1026)(3.1) 5 2.15 3 1025. To that is

dded a second exponent of identical form, as indicated in Eq. [59
valuated withR2

o 5 3.1 s21, a particular choice ofd2 and a trial value ofe2.
he amplitude of the resulting “augmented” correlation function in Eq. [4
omputed for a range of time points and fitted to a single exponential dec
ere the experimental data). The best-fit decay constant,R2

CPMG, is then
etermined and compared with the target value. The value ofe2 is adjusted an

he process is iterated until the computed best-fitR2
CPMG matches the targ

alue. The points where the dashed and solid curves cross define the (d2, e2)
air that simultaneously yields both the target (1/2)Dv1/2 andR2

CPMG values. The
rosspoint for the curves that yield (1/2)Dv1/2 5 31.4 rad s21 andR2

CPMG 5 26.3
21 is d2 5 50.3 ande 5 1.42 3 1023. Given the value,R2

o 5 3.1 s21, these
alues correspond tot 5 4.6 3 1024 s andd 5 156 rad s21.
1r 1
s

.67 3 104 rad s21), so R1r 5 6.25 s21 is determined almo
xclusively byR2

o 5 3.1 s21 andR1r
se 5 3.15 s21 from the fas

rocess. An essential point is that the same linewidth (Dn1/2 5
0 Hz), spin-echo decay (R2

CPMG 5 26.3 s21), andR1r 5 6.25
21 data for the A9-H2 proton can be fitted by either a sin
ite-exchange process or two concurrent site exchange
esses, one about 65-fold faster than the other. The mo
wo concurrent site exchange processes allowsR2

o for A9-H2 to
e decreased into or below the range ofR1r values measure

or A10-H2 and A11-H2, and in that regard is more consis
ith other data. For the fast process, the time constantt1 5 7
s is near the lower end of the range oftL values,tL 5 10 to
60ms, suggested by Kennedyet al. from somewhat differen
onsiderations, andd1 5 500 p (equivalent to 0.5 ppm) lie
ithin the range, 0.2 to 1.2 ppm, suggested by those
uthors (13). It is notable that such a fast process fits theR1r

atum, but notR2
CPMG or Dn1/2. Kennedyet al. noted that th

ange of correlation times required to fitDn1/2 was up to 50
imes longer than the slowest correlation time consistent
heR1r data and attributed that discrepancy to uncertainti

1 and in estimates of the ring current shifts. We suggest
hat a second much slower site exchange process is a
ikely explanation of the discrepancy.

It is interesting to comparet2 and d2 for this second slow
rocess with the corresponding values obtained by fi
n 1/ 2, R2

se, and R1r under the assumption of a single s
xchange process. In brief,t2 5 0.46 ms exceedst 5 0.20 ms

or the single site exchange process by 2.3-fold, andd2 5 156
ad s21 is less thand 5 355 rad s21 for the single site exchang
rocess by 2.3-fold. Evidently, the fit of a single site excha
rocess to the data yieldst andd values that are not so far fro

hose obtained for the slower of two concurrent site exch
rocesses. Hence, the fit of a single site exchange proc
n 1/ 2, R2

CPMG and R1r 5 R2
o may be used to identify th

resence of the slower site exchange process and in
oughly the values oft2 andd2 for that.

Finally, the evidence for two site exchange processes
ery different relaxation times, as found for A9-H2, sugg
hat a broad spectrum of site exchange processes might ac
e occurring. However, in the absence of additional infor

ion, those could not be uniquely determined. In princi
dditional data for eitherR2

CPMG vs 4t or R1r vs v1 would allow
uch more complete characterization.

PROTOCOLS FOR CHARACTERIZING TWO
CONCURRENT SITE-EXCHANGE PROCESSES

Accurate characterization of site exchange processes
etermination ofR2

o may be accomplished by measuringR1r as
function ofv1 over a wide range (19, 22). An example o

esults expected for the two concurrent site exchange proc
iscussed above is indicated in Fig. 4, where the two dis
ions are clearly evident. A potential problem with this
roach is that the theory embodied in Eq. [56], or in
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419SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
ugmented counterpart that includes a second site-exc
rocess, is valid only whenv1 & d1, d2, or when any sit
xchange process for which that condition does not hold

he fast exchange limit, namelyd1t1 ! 1.0, or d2t2 ! 1.0.
lthough these conditions are both met in the present exam

hat will not always be the case. A theoretically more rob
rocedure is to measureR2

CPMG as a function of cycle time 4t
own to very small times (19). There are no restrictions on t
alidity of the theory in that case (given the adequacy of
nderlying model). An example of results expected for the
oncurrent site exchange processes discussed above
ented in Fig. 5, where the two dispersions are clearly evi
n cases where it is not possible to attain sufficiently highv1

hat R1r bottoms out, or sufficiently short 4t cycle times tha
2
CPMG bottoms out, it will be necessary to make use ofR1r,
2
CPMG, Dn1/2, and NOESY data not only for the nucleus
uestion, but also for the corresponding nuclei in other b
airs, as done by Kennedyet al. (25), in order to identify and
pproximately characterize the site exchange process(e
uch a case,R2

o probably cannot be precisely estimated.
A question that may arise, whenR1r vs v1 is observed t

ottom out with increasingv1 over a limited range ofv1 values
r whenR2

CPMG vs 4t is observed to bottom out with decreas
over a limited range of 4t values, is whether an additional s
xchange process remains undetected at either smallerv1 or

arger 4t. This can readily be ascertained by adopting
pparent bottom value of eitherR1r or R2

CPMG as the trial valu
f R2

o, which would be valid if no other site exchange proc
ccurs. Then by using the parameterst, d inferred for tha

FIG. 4. R1r vs v1 for a continuous Gaussian model with two concur
ite exchange processes. The relevant parameters are those estimate
9-H2 proton of the sequence discussed in the text, namelyR2

o 5 3.1 s21, d1 5
00 p/R2

o 5 507,e1 5 t 1R2
o 5 2.163 1025, d2 5 50.3, ande2 5 1.42 3

023. These are employed in Eq. [56], which is augmented to include a s
ite exchange factor, as described in the text. The solid line is the fullR1r. The
hort (upper) dashed line isR1r

se for the faster process, and the long (low
ashed line isR1r

se for the slower process. The dotted line isR2
o. Note thatR1r

se

or the slower process is significant for smallv1, but practically vanishes at th
ngular frequencyv1 5 8.673 104 rad s21, where the single measuremen
ennedyet al. (25) was made.
ge

in

le,
t

e
o
pre-
nt.

e-

In

e

s

ingle process by fitting either Eq. [56] to theR1r vs v1 data or
q. [47] to theR2

CPMG vs 4t data, the expected values ofR1r,
2
CPMG, andDv1/2 can all be calculated and compared with
xperimental values. Although good agreement presum
revails for the quantity that was initially fitted, some disag
ent in the case of the other two quantities is expected w
ver a second site exchange process makes a significan

ribution. When the presence of a second site exchange pr
s detected in this manner, and whend1, t1 for the first proces
re known (e.g., from fitting the limitedR1r vs v1 or R2

CPMG vs
t data) it might be possible to estimateR2

o, d2, andt2 from the
ame data plus the linewidth and a single measurement
hird property whose dispersion was not measured (i.e.,R1r at
xed v or R2

CPMG at fixed 4t) by selecting trial values ofR2
o,

omputing the curves ofd2 vse2 that satisfy the total linewidt
nd third property constraints, performing a grid search ar

he cross point in thed2, e2 plane for the minimum in thex2

eckoned for all three measured properties for that choic
2
o, and then identifying the particular choice ofR2

o for which
hat minimumx2 takes the lowest value.

An essential point of the present work is that measurem
f R1r over a limited range ofv1 @ d or of R2

CPMG over a limited
ange of 4t may in favorable cases (19, 22) enable quantitativ
stimates ofd andt for a single fast site exchange process
ell as of R2

o, but provide little or no information about a
uch slower concurrent site exchange processes that
evertheless be manifested in the lineshape and in the
roperty (R1r or R2

CPMG) whose dispersion was not measured
eneral, all three kinds of information are required to glea
uch information as possible about both fast and slow
xchanges.

FIG. 5. R2
CPMG vs 4t for a continuous Gaussian model with two concur

ite exchange processes. The relevant parameters are those estimate
9-H2 proton of the sequence discussed in the text, namelyR2

o 5 3.1 s21, d1 5
00 p/R2

o 5 507, e1 5 t 1R2
o 5 2.16 3 1025, d2 5 50.3 ande2 5 1.42 3

023. These are employed in Eq. [47], which is augmented to include a s
ite-exchange factor, as described in the text. Note that unless 4t is decrease
elow 33 1024 s, the dispersion due to the faster relaxation process wi
e resolved. The singleR2

CPMG experiment reported by Kennedyet al. (25) was
erformed at 4t 5 1023 s.
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420 SCHURR ET AL.
APPENDIX A

Equivalence of Trajectory and Stochastic
Operator Approaches

The exponential in the trajectory average in Eq. [8
actored by dividing the time interval 0 tot into an extremel
arge numberN of subintervalst/N. As N 3 `, the duration
f these intervals becomes sufficiently short thatdv(V(t)) is
ractically constant over each interval. Then, one can wr

^e2i * 0
t dt9dv~V~t9!!&T 5 O

a

O
b

· · ·O
h

O
z

3 e2idv~a!t/NGab~t 2 t/N, t/N!

3 e2idv~b!t/NGbg~t 2 2t/N, t/N!. . .

3 e2idv~h!t/NGhz~0, t/N!e2idv~z!t/Nf o~z!,

[A1]

here f o(z) 5 ^ f(z, 0)& ens arises from averaging over t
nitial distribution, andGab(t, t/N) is the probability that in th
ime intervalt to t 1 t/N a transition from siteb to sitea has
ccurred. The vectorF(t) 5 ( f(a, t), f(b, t), . . . , f(h, t),
(z, t)) of fractions of the spins in the different sites evol
ccording to

dF~t!

dt
5 G~t!F~t! [A2]

or which the formal solution is

F~t 1 t! 5 Te* t
t1t dt9G~t9!F~t!, [A3]

here T is the time-ordering operator. Let̂ au 5
00 . . . 010 . . . 0u be a row vector with a 1 in thea-position and
eros everywhere else andub& be a column vector with a 1 in
he b position and zeros everywhere else. Then by defini

ab(t, t) is thea-element ofF(t 1 t) whenF(t) 5 ub&, that
s

Gab~t, t! 5 ~F~t 1 t!!a 5 ^auTe* t
t1t dt9G~t9!ub&. [A4]

n the limit N3 `, one hast/N3 0, andGab(t, t/N) 5 ^au1
G(t)t/Nub&. Also,

e2idv~a!t/NGab~t, t/N!

5 ~1 2 idv~a!t/N!~dab 1 G~a, b, t!t/N!

5 dab 1 ~2idv~a!dab 1 G~a, b, t!!t/N

5 dab 1 ~Q~t!!abt/N 5 ^au1 1 Q~t!t/Nub&, [A5]
,

here

~Q~t!!ab ; 2idv~a!dab 1 G~a, b, t!. [A6]

ow, we note that (1 1 Q(t)t/N) 5 ((1 1 Q(t)t/N)N/t) t/N and
hat ((1 1 Q(t)t/N)N/t) has the same power series forQ(t) as
1 1 xt/N)N/t has for x. Since (1 1 xt/N)N/t 5 ((1 1
t/N)N/tx) x 5 ex as N 3 `, it must then hold that (1 1
(t)t/N)N/t 5 eQ(t) and also that ((1 1 Q(t)t/N)N/t) t/N 5

eQ(t)) t/N 5 eQ(t)t/N, asN 3 `.
Using this result in Eq. [A5] gives

e2idv~a!t/NGab~t, t/N! 5 ^aueQ~t!t/Nub&. [A7]

nserting this result into Eq. [A1] gives

^e2i * 0
t dt9dv~V~t9!!&T

5 O
a

O
b

· · ·O
h

O
z

^aueQ~t2t/N!t/Nub&

3 ^bu Q~t22t/N!t/Nug&^gu. . .^hueQ~0!t/Nuz&e2idv~z!t/Nf o~z!

5 O
a

O
z

^aueQ~t2t/N!t/NeQ~t22t/N!t/N. . .eQ~0!t/Nuz&f o~z!.

[A8]

f t . t9, then by definition of the time-ordering operator o
an write

eQ~t!t/NeQ~t9!t/N 5 Te~Q~t!1Q~t9!!t/N [A9]

nd

^e2i * 0
t dt9dv~V~t9!!&T 5 O

a

O
z

^auTe¥ j50
N21 Q~t2jt /N!t/Nuz&f z

o

5 O
a

O
z

^auTe* 0
t dt9Q~t9!uz&f z

o

5 O
a

O
z

~Te* 0
t dt9Q~t9!!az f z

o. [A10]

se of Eq. [A10] in Eq. [8] gives Eq. [20] identically.
Essentially identical arguments can be used to show th

^e2i * 0
t dt9dv~t9!e1i * t

2t dt0dv~t0!&T

5 O
a

O
z

~Te* t
2t dt9Q* ~t9!Te* 0

t dt0Q~t0!!ab f z
o, [A11]

here Q*( t) is the complex conjugate (not the Hermit
djoint) of Q(t). Use of Eq. [A11] in Eq. [9] provides a
lternative expression for the spin-echo amplitude in term
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421SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
he stochastic evolution matrix,G(a, b, t) and the site
ependent frequency shifts,dv(a). Q*( t) does not general
ommute withQ(t).
Similar arguments also yield

^e2iDg~0,n4t!& 5 O
a

O
z

~Te* ~~n21!413!t
n4t dt9Q~t9! z Te* ~~n21!411!t

~~n21!413!t dt0Q* ~t0!

3 Te* ~n21!4t
~~n21!411!t dt-Q~t-! z · · ·Te* 3t

4t dt̃9Q~ t̃9!

3 Te* t
3t d t̃ 0Q* ~ t̃ 0! z Te* 0

t d t̃ -Q~̃t -!!az f z
o

5 O
a

O
z

@~Te* 3t
4t dt9Q~t9!

3 Te* t
3t dt0Q* ~t0!Te* 0

t dt-Q~t-!! n#az f z
o [A12]

APPENDIX B

Evaluation of the Correlation Functions for the Linewidth,
Simple Spin-Echo Decay, and Decay of the CPMG Even

Spin-Echoes in the Gaussian Exchange Model

The relevant quantity for the linewidth is the variance

^Dw~t! 2& 5 K E
0

t

dt9dv~t9! E
0

t

dt0dv~t0!L
5 E

0

t

dt9 E
0

t

dt0^dv~t9!dv~t0!&

5 E
0

t

dt9 E
0

t

dt0d 2e2ut92t0u/t

5 2d 2 E
0

t

dt9 E
0

t

dt0e2~t92t0!/t

5 2d 2 E
0

t

dt9e2t9/tt~et9/t 2 1!

5 2d 2t E
0

t

dt9~1 2 e2t9/t!

5 2d 2t~t 2 ~2t!~e2t/t 2 1!!

5 2d 2t 2@t/t 2 1 1 e2t/t#. [B1]
he relevant quantity for the spin-echo decay is the varia

^De~2t! 2& 5 K E
0

t

dt9dv~t9! E
0

t

dt0dv~t0!L
1 K E

t

2t

dt9dv~t9! E
t

2t

dt0dv~t0!L
2 2K E

0

t

dt9dv~t9! E
t

2t

dt0dv~t0!L .

he first term is just that in Eq. [B1]. Shifting the origin of tim
rom 0 tot in the second term reduces it to the first term, wh
s then also given by [B1]. It remains to evaluate the cross

22K E
0

t

dt9dv~t9! E
t

2t

dt0dv~t0!L
5 2 E

0

t

dt9 E
t

2t

dt0d 2e2~t02t9!/t

5 22d 2@~t!~et/t 2 1!~2t!~e22t/t 2 e2t/t!#

5 22d 2t 2~1 1 e22t/t 2 2e2t/t!. [B2]

ombining this result with those for the first two terms gi

^De~2t! 2& 5 2d 2t 2@2t/t 2 3 1 4e2t/t 2 e22t/t#. [B3]

hen Eq. [B3] is expanded for small times up to ordert 2, it
anishes, and the first nonvanishing term is of order (t/t) 3.
hus, whent ! t, the variance of the net accumulated ph
anishes, as expected, because in this limit the spins rem
heir sites without transfer between sites. For each site in w

spin remains fixed, the net accumulated phase is expec
anish at the echo, soDe(2t) 5 0 for every spin in this limit
The derivation of̂ Dg(0, n4t) 2& proceeds in several step

he total elapsed time from 0 ton4t is subdivided inton equa
ntervals of 4t, each corresponding to a full cycle of the CPM
cho sequence (t–p–t–t–p–t) subsequent to the initialp/2
ulse. During the first and last quarters (of durationt) of each
ycle, the deviation in Larmor frequencydv(t) is entered with
positive sign and during the second and third quarters

ntered with a negative sign. The derivation proceeds in
ral steps.
First, we calculatêDg(0, 4t) 2& for the first full cycle alone
herein
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Dg~0, 4t! ; E
0

t

dt9dv~t9! 2 E
t

2t

dt0dv~t0!

2 E
2t

3t

dt-dv~t-! 1 E
3t

4t

dt+dv~t+!. [B4]

hen

^Dg~0, 4t! 2& 5 S~0, t! 1 S~t, 2t!

1 S~2t, 3t! 1 S~3t, 4t!

2 2C~0, t; t, 2t! 2 2C~0, t; 2t, 3t!

1 2C~0, t; 3t, 4t! 1 2C~t, 2t; 2t, 3t!

2 2C~t, 2t; 3t, 4t! 2 2C~2t, 3t; 3t, 4t!

[B5]

herein the self-terms are given by

S~mt, ~m 1 1!t! ; KE
mt

~m11!t

dt9dv~t9! E
mt

~m11!t

dt0dv~t0!L
nd the crossterms by

C~mt, ~m 1 1!t; qt, ~q 1 1!t!

; K E
mt

~m11!t

dt9dv~t9! E
qt

~q11!t

dt0dv~t0!L .

pon invoking the stationarity of the random process (w
espect to a shift in the origin of time) and Eq. [B1], it is fou
hat

S~mt, ~m 1 1!t! ; 2d 2t 2@t/t 2 1 1 e2t/t# for all m $ 0.

[B7]

y using the relation (fort 3 $ t 2),

K E
t1

t2

dt9dv~t9! E
t3

t4

dt0dv~t0!L
5 d 2 E

t1

t2

dt9 E
t3

t4

dt0e2~t02t9!/t

5 2d 2t 2@e2~t42t2!/t 2 e2~t32t2!/t 2 e2~t42t1!/t 1 e2~t32t1!/t#

[B8]
nd also the stationarity condition, one finds

C~0, t; t, 2t! 5 d 2t 2~1 1 e22t/t 2 2e2t/t! [B9a]

C~0, t; 2t, 3t! 5 d 2t 2e2t/t~1 1 e22t/t 2 2e2t/t! [B9b]

C~0, t; 3t, 4t! 5 d 2t 2e22t/t~1 1 e22t/t 2 2e2t/t! [B9c]

C~t, 2t; 2t, 3t! 5 d 2t 2~1 1 e22t/t 2 2e2t/t! [B9d]

C~t, 2t; 3t, 4t! 5 d 2t 2e2t/t~1 1 e22t/t 2 2e2t/t! [B9e]

C~2t, 3t; 3t, 4t! 5 d 2t 2~1 1 e22t/t 2 2e2t/t!. [B9f]

inally, after collecting terms,

^Dg~0, 4t! 2& 5 2d 2t 2@4t/t 2 5 1 4e2t/t

1 4e22t/t 2 4e23t/t 1 e24t/t#. [B10]

n the next step, we write

Dg~0, ~n 1 1!4t! 5 Dg~0, n4t! 1 Dg~n4t, ~n 1 1!4t!

[B12]
^Dg~0, ~n 1 1!4t! 2& 5 ^Dg~0, n4t! 2&

1 ^Dg~n4t, ~n 1 1!4t! 2&

1 2^Dg~0, n4t!Dg~n4t, ~n 1 1!4t!&. [B13]

ue to stationarity of the Gaussian random process,

^Dg~n4t, ~n 1 1!4t! 2& 5 ^Dg~0, 4t! 2& [B14]

hich is given in [B10]. The other two terms in [B13] are
et unknown. Our strategy is first to evaluate the crosster
q. [B13] and then to evaluatêDg(0, n4t) 2& by a stepwis

nduction process.
The crossterm in [B13] can be written as a sum ofn terms,

n each of whichDg(n4t, (n 1 1)4t) is crosscorrelated wit
he accumulated phase,Dg(m4t, (m 1 1)4t), over one par
icular cycle in the interval, 0 ton4t. That is,

^Dg~0, n4t!Dg~n4t, ~n 1 1!4t!& 5 O
m50

n21

Tnm, @B15#

here (form , n)

Tnm 5 KF E
m4t

~m411!t

dt9dv~t9! 2 E
~m411!t

~m412!t

dt0dv~t0!

2 E ~m413!t

dt-dv~t-! 1 E ~m11!4t

dt+dv~t+!G

~m412!t ~m413!t
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3 F E
n4t

~n411!t

dT9dv~T9! 2 E
~n411!t

~n412!t

dT0dv~T0!

2 E
~n412!t

~n413!t

dT-dv~T-! 1 E
~n413!t

~n11!4t

dT+dv~T+!GL
5 @ f~4m, 4n! 2 f~4m, 4n 1 1! 2 f~4m, 4n 1 2!

1 f~4m, 4n 1 3!# 1 @2f~4m 1 1, 4n!

1 f~4m 1 1, 4n 1 1! 1 f~4m 1 1, 4n 1 2!

2 f~4m 1 1, 4n 1 3!#

1 @2f~4m 1 2, 4n! 1 f~4m 1 2, 4n 1 1!

1 f~4m 1 2, 4n 1 2! 2 f~4m 1 2, 4n 1 3!#

1 @ f~4m 1 3, 4n! 2 f~4m 1 3, 4n 1 1!

2 f~4m 1 3, 4n 1 2! 1 f~4m 1 3, 4n 1 3!#,

[B16]

here for (k . j ),

f~ j , k! ; K E
jt

~ j11!t

dt9dv~t9! E
kt

~k11!t

dt0dv~t0!L
5 2d 2t 2~e2~k2j !t/t 2 e2~k2j21!t/t

2 e2~k112j !t/t 1 e2~k2j !t/t!

5 e2~k2j !t/tet/tg~t, t!, [B17]

here

g~t, t! ; d 2t 2~1 1 e22t/t 2 2e2t/t!. [B18]

aking use of [B17] and [B18] in [B16] and collecting term
ith common factors yields

Tnm 5 g~t, t!et/te2~n2m!4t~1 2 et/t 2 e2t/t 1 e3t/t!

3 ~1 2 e2t/t 2 e22t/t 1 e23t/t!

5 G~t, t!e2~n2m!4t/t, [B19]

here

G~t, t! ; d 2t 2~1 1 e22t/t 2 2e2t/t!

3 et/t z ~1 2 e2t/t 2 e22t/t 1 e23t/t!

3 ~1 2 et/t 2 e2t/t 1 e3t/t!. [B20]

pon substituting [B19] into [B15] and performing the su
ation, using¥m50
n21 xm 5 (1 2 xn)/(1 2 x), there result

nally

^Dg~0, n4t!Dg~n4t, ~n 1 1!4t!&

5 ~G~t, t!/~e4t/t 2 1!!~1 2 e2n4t/t!. [B21]

In order to obtain the total variance,^Dg(0, (n 1 1)4t) 2&,
e proceed stepwise using [B13], [B14], and [B21] forn 5 1,
, . . . . For simplicity, the quantityH(t, t) [ G(t, t)/(e4t/t 2
) is employed.

5 1:

^Dg~0, 2 z 4t! 2& 5 2^Dg~0, 4t! 2& 1 2H~t, t!~1 2 e24t/t!

5 2:

^Dg~0, 3 z 4t! 2& 5 3^Dg~0, 4t! 2& 1 2H~t, t!~1 2 e24t/t!

1 2H~t, t!~1 2 e22z4t/t!

5 k:

^Dg~0, ~k 1 1!4t! 2&

5 ~k 1 1!^Dg~0, 4t! 2&1 O
m51

k

2H~t, t!~1 2 e2m4t/t!

5 ~k 1 1!^Dg~0, 4t! 2& 1 k z 2 z H~t, t! 2 2H~t, t!

3 F ~1 2 e2~k11!4t/t!

~1 2 e24t/t!
2 1G

5 ~k 1 1!^Dg~0, 4t! 2& 1 k z 2 z
G~t, t!

e4t/t 2 1

2
2 z G~t, t!

~e4t/t 2 1! 2 ~1 2 e2k4t/t!.
[B22]

quation [B22] in conjunction with [B10] for̂ Dg(0, 4t) 2&
nd [B20] for G(t, t) gives the variance of the accumula
hase from 0 ton4t during a CPMG pulse sequence. The fi
esult is presented in Eq. [40] in the main text. The e
pin-echoes of the CPMG pulse sequence are observed an4t,
5 1, 2, . . . .

APPENDIX C

Contribution of Rapid Rotational Motions to R1r

he Case when Dipole–Dipole Relaxation Predominates

Peng et al. (5, 6) derived an expression for the rate
elaxation of the rotatingxy component of the magnetization

nucleus (I) due to dipolar interactions with a neighbo
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ucleus S in the presence of a spin-locking field (i.e., circu
olarized RF power in thexy plane.) The frequency (v) of the
F power was assumed to be near the Larmor frequencyv I

o)
f the I nucleus in the main magnetic field (H 0 5 H 0ẑ), but
ery far from that (vS

o) of the S nucleus, which is of a differe
ind. In the limit where the RF power is on resonance withv I

o,
nd the magnitude of the rotating magnetic field (uB1u) of the
F field is small, so that the precession frequency (v1) of the
nucleus aboutH 1 is very small compared tov I

o, the result o
enget al. (5, 6) can be approximated by

R1r
o 5

g I
2gS

2

40r 6 \ 2$4J0~v1! 1 J0~v I
o 2 v S

o! 1 3J1~v I
o!

1 6J1~v S
o! 1 6J2~v I

o 2 v S
o!%, [C1]

here

Jn~v! 5 2 ReE
0

`

dteivt4p^Y*2n~V~0!!Y2n~V~t!!&, @C2#

nd V(t) 5 (u (t), f(t)) is the solid angle of the I–S inte
uclear vector in the lab frame. For solutions with an isotr
quilibrium state, 4p^Y*2n(V(0))Y2n(V(t))& is independent o
(1, 2, 34); henceJn(v) is also independent ofn. Equation

C1] differs from the usual expression forR2
o relaxation in the

bsence of a spin-locking field only by the presence ov1

nstead of 0 in the first term.
For isotropic solutions wherein the reorienting motions ar

ery rapid, the correlation function 4p^Y*2n(V(0))Y2n(V(t))& decays
o zero via one or more processes with time constants less th
qual to the slowest rotational relaxation time (tL), which is still
ufficiently short thatv1tL % 1.0. In this limit,J0(v1) > J0(0), and
he correspondingR1r

o is practically identical toR2
o in this same

imit.
We consider next the case wherein the S spin and the

re of the same kind, but experience different environmen
heir Larmor frequencies are slightly different. In this case
F power is necessarily nearly resonant with both nucle

he interaction between the S nucleus and the RF power c
e ignored, as it was in the example treated by Penget al.
5, 6). A brief description of the derivation for this case f
ows. This derivation applies when both I and S nuclei h
pin 1

2.
The Hamiltonian (divided by\) is given by

H~t! 5 H 1 H ~t! 1 H ~t!, [C3]
0 1 p
ly

c

ll

or

in
so
e
o

not

e

here

H0 5 2v I
oI z 2 v S

oSz, [C4a]

H1 5 2v 1
I ~I xcosvt 2 I ysin vt!

2 v 1
S~Sxcosvt 2 Sysin vt!, [C4b]

herev is the frequency of circularly polarized RF power, a
he perturbation Hamiltonian is given generally by

Hp 5 O
q

~21! qA ~q!F ~2q!~t!. [C4c]

or the particular case of dipolar interactions (3),

A ~0! 5 aH2
2

3
I zSz 1

1

6
~I 1S2 1 I 2S1!J [C5a]

A ~61! 5 7 a$I zS6 1 I 6Sz% [C5b]

A ~62! 5
a

2
I 6S6 [C5c]

F ~0!~t! 5 S16p

5 D 1/ 2 Y20~V~t!!

r ~t! 3 5
1 2 3 cos2u ~t!

r ~t! 3 [C6a]

F ~61!~t! 5 2S8p

15D
1/ 2 Y2,61~V~t!!

r ~t! 3 5
6sin u cosu e6if~t!

r ~t! 3

[C6b]

F ~62!~t! 5 S32p

15 D 1/ 2 Y2,62~V~t!!

r ~t! 3 5
sin2u ~t!e62if~t!

r ~t! 3 ,

[C6c]

herea [ 2(3/ 2)g IgS\, V(t) 5 (u (t), f(t)) is the solid
ngle of ther I–r S internuclear vector in the lab frame, a
(t) 5 ur I(t) 2 r S(t)u. In keeping with the usual precedent
ill be assumed in the following thatr (t) > r remains
ssentially constant.
The density matrix expression

i
r

t
5 @H~t!, r~t!# [C7]

s transformed to the first interaction representation by op
ng with eiH 0 t on the left and e2iH 0 t on the right to obtain

i
r ~R!

t
5 @H1~t!

~R! 1 Hp~t!
~R!, r ~R!# [C8]

hereinr (R) [ eiH 0 tre2iH 0 t. Use is made of the definitions,I j 5

j / 2, j 5 x, y, z, where thes j are the normalized Pau
atrices, and the relationss s 5 is , s s 5 is , s s 5
x y z y z x z x
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s y, s zs6 5 s z(s x 6 is y) 5 6s6, s6s z 5 7s6, and
2i (vo/ 2)tszs6ei (vo t/ 2)sz 5 s6e2ivo t, to obtain

~H 1~t!! ~R! 5 eiH0tH1~t!e
2iH0t

5 2v 1
I ~I xcosDv It 1 Iysin Dv It!

2 v 1
S~SxcosDvSt 1 Sysin DvSt!, [C9]

hereDv I [ v I
o 2 v andDvS [ vS

o 2 v. A useful simpli-
cation results from the following considerations. Because
eorientational dynamics of the molecules is very rapid,
v I 5 v I

o 2 v is rather small, one hasDv ItL % 1.0, wheretL

s the slowest relaxation time among the rotational moti
ince the time-dependent coefficients of the spin oper
ppear in integrals over a particular orientation correla

unction (4p^Y*20(V(0))Y20(V(t))&), which vanishes fort *

L, it is permissible to assume thatDv It % 1.0 for all times o
ractical interest, and to set cos(Dv It) > 1.0 and sin(Dv It) >
in Eq. [C9]. If S is a nucleus of the same kind, then a

vStL % 1.0, and one may similarly set cosDvSt > 1.0 and
in(DvSt) > 0 in Eq. [C9]. Alternatively, if S is a differen
ind of nucleus, thenDvS @ v1

S, so cosDvSt undergoes man
scillations in a timet , (v 1

S)21. Consequently, the precess
frequency” of the S nucleus about the spin-lock field, nam

1
Scos DvSt, is effectively averaged to zero beforevSt is
omparable to 1.0. In that case, theSx andSy terms in Eq. [C9
an be ignored, which corresponds to the circumstance tr
y Penget al. (5, 6). However, such terms must be retaine

he present treatment, so

~H1~t!!
~R! > 2v 1

I I x 2 v 1
SSx. [C10]

t is also found that

~ A ~0!! ~R! 5 aH2
2

3
I zSz 1

1

6
~I 1S2e2i ~v I

o2v S
o!t

1 I 2S1ei ~v I
o2v S

o!t!J [C11a]

~ A ~61!! ~R! 5 7 a$I zS6e7iv S
ot 1 I 6Sze

7iv I
ot% [C11b]

~ A ~62!! ~R! 5
a

2
I 6S6e7i ~v I

o1v S
o!t. [C11c]

The density matrix expression in Eq. [C8] is further tra
ormed to the second interaction representation by oper
ith U †~t! 5 e2iv 1

I tI xe2iv 1
StSx on the left and U~t!

5 eiv 1
I tI xeiv 1

StSx on the right to obtain

i
r ~r !

t
5 @Hp~t!

~r !, r ~r !#, [C12]
e
d

s.
rs
n

o

y

ted

-
ng

herer (r ) [ U †(t)r (R)U(t) is the density matrix in the seco
nteraction frame. It is also found that

U †~t!I 6U~t! 5 I x 6 i ~I yCa~t! 1 I zSa~t!! [C13a]

U †~t!S6U~t! 5 Sx 6 i ~SyCb~t! 1 SzSb~t!! [C13b]

U †~t!~I y 6 iI z!U~t! 5 ~I y 6 iI z!e
7iv 1

I t [C14a]

U †~t!~Sy 6 iSz!U~t! 5 ~Sy 6 iSz!e
7iv 1

St [C14b]

U †~t!I zU~t! 5 I zCa~t! 2 I ySa~t! [C15a]

U †~t!SzU~t! 5 SzCb~t! 2 SySb~t! [C15b]

U †~t!~I zSz!U~t! 5 I zSzCa~t!Cb~t! 1 I ySySa~t!Sb~t!

2 I ySzSa~t!Cb~t! 2 I zSyCa~t!Sb~t!

[C16a]

U †~t!~I 6S7e2i ~v I
o2v S

o!t!U~t! 5 $I xSx 1 I ySyCa~t!Cb~t!

1 I zSzSa~t!Sb~t! 1 I ySzCa~t!Sb~t! 1 I zSySa~t!Cb~t!

6 i ~I ySxCa~t! 1 I zSxSa~t! 2 I xSyCb~t!

2 I xSzSb~t!!%e
7i ~v I

o2v S
o!t [16b]

U †~t!~I zS6e7iv S
ot!U~t! 5 @I zSxCa~t! 2 I ySxSa~t!

6 i ~I zSyCa~t!Cb~t! 1 I zSzCa~t!Sb~t!

2 I ySySa~t!Cb~t! 2 I ySzSa~t!Sb~t!!#e
7iv S

ot [C17a]

U †~t!~I 6Sze
7iv I

ot!U~t! 5 @I xSzCb~t! 2 I xSySb~t!

6 i ~I ySzCa~t!Cb~t! 1 I zSzSa~t!Cb~t!

2 I ySyCa~t!Sb~t! 2 I zSySa~t!Sb~t!!#e
7iv I

ot [C17b]

U †~t!~I 6S6e7i ~v I
o2v S

o!t!U~t! 5 @I xSx 2 I ySyCa~t!Cb~t!

2 I ySzCa~t!Sb~t! 2 I zSySa~t!Cb~t! 2 I zSzSa~t!Sb~t!

6 i ~I ySxCa~t! 1 I zSxSa~t!

1 I xSyCb~t! 1 I xSzSb~t!!#e
7i ~v I

o2v S
o!t, [C18]

hereCa(t) 5 cosv 1
I t, Cb(t) 5 cosv 1

St, Sa(t) 5 sin v 1
I t, and

b(t) 5 sin v 1
St.

Following Abragam, the solution of Eq. [C12] is appro
ated to second order by

r ~r !

t
5 2E

0

t

dt@h~t! ~r !, @h~t 2 t! ~r !, r ~r !~t 2 t!##,

[C19]

hereh(t) (r ) [ U †(t){ ¥ q (21)qA(q)(R)F (2q)(t)} U(t). We as-
ume that the integral converges in a timeTc & 10t L, where

is again the slowest relaxation time of the rotational
L
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426 SCHURR ET AL.
ions. We further assume that, owing to the smallness o
erturbation,r(t) (r ) is practically unchanged fromr(0)(r ) at all

imes from t 5 0 up to Tc. That is, because the rate
elaxation ofr(t) (r ) is very slow, it is permissible to setr(t 2
) > r(0) for all t 2 t # Tc. Then, the initial rate of chang
f the density matrix can be written as

r ~r !

t
U

t50

5 2E
0

Tc

dt@h~0! ~r !, @h~0 2 t! ~r !, rR~0!##.

[C20]

ince the integrand in Eq. [20] vanishes for allt $ Tc, the
pper limit can be extended tò without error. Use of Eq

C20] facilitates the evaluation of various terms, since all o
a(0) andSb(0) factors vanish. Following Abragam, the e
ectation value ofI x “in the second interaction frame” in th
arly time regime is found to obey the relation:

d^I x&

dt U
0

5 trH2E
0

`

dt@h~0 2 t! ~r !, @h~0! ~r !, I x##rR~0!J .

[C21]

etermination of the coefficients of^I x& in [C24] requires th
valuation of numerous double commutators using Eqs. [

18]. Terms with residual oscillations at frequenciesv I
o, vS

o,
ndv I

o 1 vS
o are ignored, but all terms oscillating atv1

I , v1
S, v I

o

vS
o, and their sums and differences were retained. All

erms containing the factori , except when part of a tim
ependent phase factor, cancel. The terms that did not su
ither vanished directly or coupled with others to sum to z
ithin the approximation that the rotational motions are v

ast compared tov1
I , v1

S, v1
I 1 v1

S, andv1
I 2 v1

S, so v1
ItL %

.0, . . .etc. The final result for the coefficient of^I x&u 0 on the
ight-hand side of Eq. [C21] is

R1r
dd 5

1

40

g I
2gS

2\ 2

r 6 H2@ J0~S1! 1 J0~D1!#

1
1

8
@ J0~v I

o 2 v S
o 1 S1! 1 J0~v I

o 2 v S
o 2 S1!

1 J0~v I
o 2 v S

o 1 D1! 1 J0~v I
o 2 v S

o 2 D1!#

1
1

2
J0~v I

o 2 v S
o 1 v 1

I ! 1
3

2
@ J1~v S

o 1 v 1
I !

1 J1~v S
o 2 v 1

I !# 1
3

4
@ J1~v S

o 1 S1!

1 J1~v S
o 2 S1! 1 J1~v S

o 1 D1! 1 J1~v S
o 2 D1!#

1
3

4
@ J1~v I

o 1 S1! 1 J1~v I
o 2 S1!
e

e

]–

l

ive
o,
y

1 J1~v I
o 1 D1! 1 J1~v I

o 2 D1!#

1
3

4
@ J2~v I

o 1 v S
o 1 S1! 1 J2~v I

o 1 v S
o 2 S1!

1 J2~v I
o 1 v S

o 1 D1! 1 J2~v I
o 1 v S

o 2 D1!#

1
3

2
@ J2~v I

o 1 v S
o 1 v 1

I !

1 J2~v I
o 1 v S

o 2 v 1
I !#J , [C22]

hereS1 [ v1
I 1 v1

S andD1 [ v1
I 2 v1

S. If the S nucleus is o
different kind, so it is greatly off resonance, thenv1

S should
e replaced byv1

Scos(vS
o 2 v)t > 0 (see discussion followin

C9]).
In the anticipated limit thatv1

I , v1
S, S1, and D1 are much

maller thanv I
o and vS

o, they can be neglected against th
uantities, but not againstv I

o 2 vS
o, to obtain

R1r
dd 5

1

40

g I
2g S

2\ 2

r 6 $2@ J0~S1! 1 J0~D1!#

1 ~1/8!@ J0~v I
o 2 v S

o 1 S1!

1 J0~v I
o 2 v S

o 2 S1! 1 J0~v I
o 2 v S

o 1 D1!

1 J0~v I
o 2 v S

o 2 D1!#

1 ~1/ 2!J0~v I
o 2 v S

o 1 v 1
I !

1 3J1~v I
o! 1 6J1~v S

o! 1 6J2~v I
o 1 v S

o!%. [C23]

quation [C23] reduces to Eq. [C1] when the S nucleus is
ifferent kind, sov1

S 5 0, andv1
I ! v I

o. In the anticipated limit
here v1

It L % 1.0, S 1t L % 1.0, D 1t L % 1.0, and (v I
o 2

S
o)t L % 1.0, all of theJ0 spectral densities can be replaced

0(0) to obtain

~R1r
dd! o 5

1

40

g I
2gS

2\ 2

r 6 $5J0~0! 1 3J1~v I
o!

1 6J1~v S
o! 1 6J2~v I

o 1 v S
o!% [C24]

hich is practically identical to (R2
dd) o in the same limit.

Explicit expressions were presented previously for the
inent correlation functions (which are independent ofm),
amely 4p^Y20(V(0))Y20(V(t))&, and the spectral densiti
also independent ofn), namely J0(v), for molecules tha
xhibit mean local cylindrical symmetry and undergo b
ollective twisting and bending deformations and also var
ocal angular motions (1, 2). These correlation functions a
ays vanish at long times, and their slowest relaxation tim

nvariably the slowest uniform global rotational relaxation t
t ) of the molecule.
L
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427SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
he Case when Chemical Shift Anisotropy
Relaxation Predominates

We consider next the case of relaxation by the chemical
nisotropy. In this case,

Hp~t!/\ 5 ~2v I
odz9/ 2!@ f ~0!a ~0! 1 ~21! f ~21!~t!a ~21!

1 ~21! f ~1!~t!a ~21!#, [C25]

here v I
o 5 g IHz, and d9z is the largest component of t

raceless part of the CSA tensor in its principal axis fra
lements of the CSA tensor are here defined according t
onvention of Abragam (2, 3, 34). The various quantities in E
C25] are

a ~0! 5 2I z

a ~1! 5 7
Î6

2
I 6 [C26]

f ~0! 5 H$ 00
2 ~F 21! 1

h

Î6
@$ 02

2 ~F 21! 1 $ 022
2 ~F 21!#J

[C27]

f ~61! 5 H$ 610
2 ~F 21! 1

h

Î6
@$ 612

2 ~F 21! 1 $ 6122
2 ~F 21!#J

[C28]

hereinh is the asymmetry of the traceless part of the C
ensor, andF 5 (abg) is the Euler rotation that carries
oordinate frame from coincidence with the laboratory fra
o coincidence with the principal axis frame of the CSA ten
he rotation functions in Eqs. [C29] and [C30], namely

$ mn
2 ~F! 5 e2imad̂mn

2 ~b!e2ing, [C29]

re taken in the convention of Rose (35) and Tinkham (36), and
he d̂mn

2 (b) are given by Eq. [C2] of Spiess (4). The pertinen
orrelation functions have been evaluated previously (2) for
otation functions (Dmn

, (F)) in the convention of Wigner (37)
nd Edmonds (38), which are related to those of Rose (35) and
inkham (36) by

$ mn
, ~F 21! 5 D,*nm~F 21! 5 Dmn

, ~F!. [C30]

s before,H 0 and H 1(t) are given by Eqs. [C3] and [C4
gain the system is doubly transformed to the second int

ion representation whereH 0 andH 1(t) no longer appear an
here
ift

.
he

e
r.

c-

U †~t!~a ~0!! ~R!U~t! 5 2I z [C31a]

U †~t!~a ~61!! ~R!U~t! 5 7 ~I x 6 i ~I yCa~t!

1 I zSa~t!!!e
2iv I

ot. [C31b]

quation [C21] must be evaluated using

h~t! ~r ! 5 U †~t!$ f ~0!~a ~0!! ~R! 1 ~21! f ~21!~t!~a ~1!! ~R!

1 ~21! f ~1!~t!~a ~21!! ~R!%U~t!. [C31c]

he final result is

R1r
CSA 5 ~1/ 2!v p

2d z9
2 @ j 0~v 1

I ! 1 ~3/8!~ j 1~v I
o 1 v 1

I !

1 j 1~v I
o 2 v 1

I !!#, [C32]

here

j m~v! 5 2 ReE
0

`

dte2ivtj m
C~t! [C33]

nd

j m
C~t! 5 ~21! m^ f ~m!~0! f ~2m!~t!&. [C34]

For a solution that exhibits an isotropic equilibrium stat
as shown previously thatj m

C(t) 5 j 0
C(t) is independent ofm.

xplicit expressions were obtained for molecules that ex
ean local cylindrical symmetry and undergo both collec

wisting and bending deformations and also various loca
ular motions (2). We note that Eq. [C13c] of Ref. (2) contains
n error in the last term, whereh should be replaced byh2.
hese correlation functions all vanish at long times and
lowest relaxation time is invariably the slowest uniform glo
otational relaxation time (t L) of the molecule.

Because typicallyv1
I
% v I

o, the v1
I can be ignored in th

1(v I
o 6 v 1

I ) spectral densities. In the anticipated limit,v1
It L %

.0, the j 0(v 1
I ) spectral density can be replaced byj 0(0) to

btain finally

~R1r
CSA! o 5 ~1/ 2!v p

2d z9
2 @ j 0~0! 1 ~3/4! j 1~v I

o!# [C37]

hich is identical to (R2
CSA) o.

APPENDIX D

Evaluation of the Gaussian Exchange Model
Contribution to R1r

The following classical derivation is considerably more h
istic than rigorous. At the start of the experiment prior to
/2 pulse, the spins exhibit a cylindrically symmetric distri
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428 SCHURR ET AL.
ion around the labzL axis. Immediately after thep/2 pulse, the
istribution of spins is cylindrically symmetric around thez9
xis of the rotating frame (x9y9z9), and the average sp
efines thez9 axis, which rotates at the mean Larmor f
uency,v0, in the laboratory frame.y9 is taken to be the lab-zL

xis, andx9 is taken perpendicular toy9 andz9 so as to form
right-handed coordinate system. The polar coordinatesm, n

efine the orientation of a spin vector in the rotating framex9,
9, z9). The polar anglem is the angle between the spin vec
nd thez9 axis. The distribution of initialno values is uniform
ver the interval 0 to 2p. The probability of observing an initi
o value in the intervaldm o, namely P(m o)sin modm o, is
ssumed to exhibit a maximum at small, but nonvanish
alues ofmo.
As a consequence of being instantaneously off resonan

pin vector will rotate with angular velocitydv(t) about y9
i.e., zL) in the rotating frame. At the same time, the sp
ocking field will cause the spin vector to rotate with angu
requencyv1 aroundz9 in the rotating frame. It is assumed th

1 @ udv(t)u, so the rapid rotation byv1 aroundz9 limits m
o small values, such thatm ! 1.0. It is imagined that the sp
oints along thezs axis of a coordinate frame (xs, ys, zs)
ttached to the spin. The Euler rotation that carries a coord

rame from coincidence withx9, y9, z9 to coincidence withxs,
s, zs is F 5 (nmh), and the inverse Euler rotation that orie
he rotating frame in the spin-frame isF21 5 (2h 2m 2n).

hen viewed from the spin-frame, the rotating frame app
o be rotating with angular velocitydRy9/dt 5 2dv(t) around
ts y9 axis,dRz9/dt 5 2v 1 around itsz9 axis, anddRx9/dt 5

around itsx9 axis. The canonical relations between c
esian and Eulerian angular velocities give,d(2m)/dt 5
os(2n)(2dv(t)), hence

dm~t!

dt
5 dv~t!cosn~t! [D1]

nd d(2n)/dt 5 (2)sin(2n)(cos(2m)/sin(2m))(2dv(t))
v 1, hence

dn~t!

dt
5 v1 2 dv~t!cot m~t!sin n~t!. [D2]

he second term in Eq. [D2] is neglected on the basis thav1

s much greater thandv(t). Then,

n~t! > no 1 v1t [D3]

nd

m~t! 5 mo 1 E t

dt9dv~t9!cos~v1t 1 no!. [D4]

0

g,

the

-
r

te

rs

-

he effect of the second term in Eq. [D2], which is neglec
n [D3] and [D4], is to cause both periodic and random d
ring of the effective frequency aboutv1. The consequences

his dithering of v1 will be considered subsequently. T
nstantaneous phase of the spin relative to thex9 axis (orx9z9
lane) in the rotating frame is

Dg~t! 5 arctan~mx9/mz9! 5 arctanSsin m cosn

cosm D , @D5#

heremx9 andmz9 are the projections of the spins onto thex9
ndz9 axes, respectively. Becausem is small, sinm cosn/cos

> m cos n, and the arctan function can be expanded
aylor series to lowest order to give

Dg~t! 5 m~t!cosn~t! 5 cos~v1t 1 no!

3 Smo 1 E
0

t

dt9dv~t9!cos~v1t9 1 no!D . [D6]

quations [D3], [D4], and [D6] are predicated on the assu
ion that m(t) ! 1.0, but at the same time v 1 @

v(t)cot(m(t)). Thus,m(t) needs to be small enough to sati
he former inequality, but not so small as to violate the la
nequality, which is required for validity of Eqs. [D3], [D4
nd [D6]. The term in [D6] containingdv(t9) is a sum o
aussian random variables of zero mean, so it too is a G

an random variable of zero mean.mo can also be regarded
Gaussian random variable near the peak of its distribu

ut its mean does not vanish. However, when averaged ovno

his mocos(v 1t 1 n o) term actually does vanish. Hence, re
ively little error should be incurred by assuming t

ocos(v 1t 1 n o) is also a Gaussian random variable of z
ean. Then,Dg(t) is likewise a Gaussian random variable

ero mean.
The normalized magnetization at the end of a spin-

nterval of durationt is obtained from Eq. [4] as

^^M1~V~t!, t!&&

^^M1~V~0!, 0!&&
5 e2~ivo1R2

o!t^eiDg~t!&T

5 e2~ivo1R2
o!te2^Dg~t! 2&T/ 2, [D7]

here the symbolT denotes an average over the initial po
ngles,m , n , as well as a trajectory average.
o o
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429SLOW SITE EXCHANGE PROCESSES IN SOLUTION NMR
^Dg~t! 2&T 5 m o
2cos2~v1t 1 no! 1 cos2~v1t 1 no!K E

0

t

dt9dv~t9!cos~v1t9 1 no! E
0

t

dt0dv~t0!cos~v1t0 1 no!L
5 C 1 2 cos2~v1t 1 no! E

0

t

dt9 E
0

t

dt0cos~v1t9 1 no!cos~v1t0 1 no!^dv~t9!dv~t0!&, [D8]
trib

e
ft

due

ha
e

nis
mb
gne
e
on

D spin
l otal
r erse
m

U use
E iza-
t

all
s
m ce is
d

F long
a ss of
z

w
1 rules
o
t ly
d ishing
e
[ n by
E u-
l

here the overbar denotes an average over the initial dis
ions of mo and no, and C 5 m o

2/ 2. After substituting
dv(t9)dv(t0)& 5 d 2exp[2(t9 2 t0)/t], the integrals can b
erformed and averages taken over the initial conditions. A
onsiderable tedious algebra, the final result is obtained:

^Dg~t! 2&/ 2 5
d 2t 2

1 1 v 1
2t 2 H t

4t
2

1

16
2

1

4 S1 2 v 1
2t 2

1 1 v 1
2t 2D

1
1

8 S1 2 v 1
2t 2

1 1 v 1
2t 2Dcosv1te

2t/t

2
1

8
cos 2v1t 2

1

2
sin v1te

2t/t

3 S v1t

1 1 v 1
2t 2DJ 1 m o

2/4. [D9]

he oscillatory terms are not as coherent as they appear,
he random dithering of the effectivev1 that would result from
etention of the second term in Eq. [D2]. Indeed, it is likely t
veraging the final result over the ditheredv1 would cause th
scillatory terms to vanish for times sufficiently large thatv 1t

1.0. In anycase the oscillatory terms are expected to va
ompletely, whenever the spin-lock consists of an even nu
f contiguousp pulses, as in the studies of Peng and Wa
5), Penget al. (6), and Gaudinet al. (22). We assume in th
ollowing that the oscillatory terms can be neglected for
eason or another. Then, Eq. [D7] can be rewritten as

^^M1~V~t!, t!&&

^^M1~V~0!, 0!&&
5 e2~ivo1R2

o!te2R1r
sete1D, [D10]

here

R1r
se ; d 2t /~4~1 1 v 2t 2!! [D11]

nd

D 5 ~d 2t 2/~1 1 v 2t 2!!

3 @1/161 ~1 2 v 2t 2!/~4~1 1 v 2t 2!!# 1 m 0
2/4.

[D12]
u-

er

to

t

h
er
r

e

is a constant independent of the time duration of the
ock. Under conditions when equation [D10] is valid, the t
ate of exponential decay of the amplitude of the transv
agnetization during the spin lock is

R1r 5 R2
o 1 R1r

se. [D13]

nder conditions where Eq. [D10] is not valid, one might
q. [D9] in [D7] to predict the decay in transverse magnet

ion during the spin lock.

APPENDIX E

Gaussian Behavior of Discrete Multi-Site Jump Models
at Long Times

We consider a discrete multisite jump model in which
ites (V 5 1, 2, . . .) exhibit the same intrinsicR2

o rate. The
ean Larmor frequency is given by Eq. [1] and the varian
efined by

d 2 5 ^v~V! 2& 2 v o
2 5 O

V

f V
o ~v~V! 2 2 v o

2!. [E1]

or such a model, the variation of the Larmor frequency a
trajectory is a non-Gaussian stationary random proce

ero mean with autocorrelation function,

^dv~0!dv~t!& 5 d 2g~t!, [E2]

hereg(t) is the normalized autocorrelation function, sog(0) 5
.0. For any multisite jump process that obeys the stochastic
f kinetics,g(t) will decay monotonically from 1.0 att 5 0 to 0 at
5 `. Moreover,g(t) will consist of a sum of exponential
ecaying functions, whose decay constants are the nonvan
igenvalues of the stochastic matrixG in Eqs. [12], [13], [20], and

A2]–[A6]. The accumulated phase along a trajectory is give
q. [31], Df(t) 5 *0

t dv(t9)dt9, and the variance of the accum
ated phase in this case is given by

^Df~t! 2& 5 K E t

dt9dv~t9! E t

dt0dv~t0!L

0 0
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5 E
0

t

dt9 E
0

t

dt0^dv~t9!dv~t0!&

5 E
0

t

dt9 E
0

t

dt0^dv~0!dv~ut9 2 t0u!&

5 2d 2 E
0

t

dt9 E
0

t9

dt0g~ut9 2 t0u!

5 2d 2 E
0

t

dt9 E
0

t9

dTg~T!

5 2d 2S E
0

t

dt9 E
0

t

dTg~T!

2 E
0

t

dt9 E
t9

t

dTg~T!D . [E3]

ow, whenT 5 nt 1, wheret1 is the longest relaxation time
(T) and n is a suitably large fixed integer,g(T) effectively
anishes. Hence, the upper limits of thedT integrals in [E3
an be replaced bynt 1. This restricts the upper limit of thedt9

ntegral in the second term in [E3] also tont 1, but does no
ffect that of thedt9 integral in the first term. After defining th
ffective relaxation time

t ; E
0

nt1

dTg~T! 5 E
0

`

dTg~T!, [E4]

E3] can be rewritten as

^Df~t! 2& 5 2d 2S tt 2 E
0

nt1

dt9t9g~t9!D . [E5]

ecauset can increase without bound, whereasnt 1 remains
xed, at some sufficiently long time (t @ t) the second term
ecomes negligible compared to the first, and the varian

he accumulated phase becomes proportional tot. In this limit,
he accumulated phase exhibits diffusive behavior and ob
iffusion equation with diffusion coefficientD eff 5 ^Df(t) 2&/
t 5 d 2t. Hence, the distribution of the phase accumul
ver a sufficiently long time (t @ t) is given by

P~Df~t!!dDf~t! 5
e2Df~t! 2/ 2~2Defft!

~2p2Defft!
1/ 2 dDf~t!, [E6]

hich is manifestly Gaussian. The same qualitative con
of

a

d

-

ion could also have been reached by noting that
hough the distribution of accumulated phase over a m
horter time interval is non-Gaussian, under the central
heorem the distribution of the sum of accumulated ph
ver a very large number of such intervals, or equivale
f a single integral over a much longer interval, m
pproach Gaussian behavior. The variance of the acc

ated phase of the discrete multisite model in the long
imit, namely 2d 2tt, will match that of the continuou

aussian model in the same limit, namely 2d 2tt (cf. Eq.
B1]), provided thed2 andt values of the latter are chos
o match the corresponding values of the former.
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